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a b s t r a c t

Social networks are the most preferred mean for the people to communicate. Therefore, it is quite usual
that experts use them to carry out Group DecisionMaking processes. One disadvantage that recent Group
DecisionMakingmethods have is that they do not allow the experts to use free text to express themselves.
On the contrary, they force them to follow a specific user–computer communication structure. This is
against social network nature where experts are free to express themselves using their preferred text
structure. This paper presents a novel model for experts to carry out Group Decision Making processes
using free text and alternatives pairwise comparisons. The main advantage of this method is that it is
designed to work using social networks. Sentiment analysis procedures are used to analyze free texts
and extract the preferences that the experts provide about the alternatives. Also, our method introduces
two ways of applying consensus measures over the Group Decision Making process. They can be used to
determine if the experts agree among them or if there are different postures. This way, it is possible to
promote the debate in those cases where consensus is low.

© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

With the appearance of Web 2.0 technologies [1,2], the means
that people use to communicate with each other have changed
completely. Thanks to social networks [3], it is possible for experts
to share preferences and feelings with people located anywhere in
the world. Due to this interesting capability, social networks have
become quite popular. They have become the preferred method
used by people to communicate, share information and carry out
debates. It is also an interesting framework that can be used by the
experts to carry out Group Decision Making processes [4,5]. This
way, it is possible to carry out a Group Decision Making process
independently of the location of the experts and without having to
force them to be connected to the system at the same time.
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In the recent literature, there are several Group Decision Mak-
ing methods that claim to be a good choice when carrying out
Group Decision Making processes over the Internet. Nevertheless,
they present several drawbacks that could be solved:

• Fixed preference providing mean: Experts have to pro-
vide information to the system using a fixed communication
mean. Therefore, they are not able to express themselves as
they would like. In order to ease this situation, experts can
use linguistic label sets [6,7] to provide their preferences to
the system. Also, there exist methods such as multi-granular
fuzzy linguistic modeling [8,9] that allow the experts to
express themselves using the number of labels that they
prefer. For instance, if there are three experts, {e1, e2, e3},
each one can select the linguistic label set that he/she prefers.
e1 and e2 could select a linguistic label set with 7 labels, S7 =

{s1, . . . , s7} and e3 one with only 5 labels, S5 = {s1, . . . , s5}.
With this configuration, e3 provides amore imprecise opinion
than e1 and e2. Nevertheless, this is not as if the experts
could use their own words. Therefore, it will be desirable to
develop Group Decision Making methods that allow experts
to express themselves using free text.

https://doi.org/10.1016/j.knosys.2018.12.006
0950-7051/© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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• Not integrated in the already existing social networks:
Recent GroupDecisionMakingmethods define a separate en-
vironment for performing the preference providing, consen-
sus calculation and alternatives ranking processes. Therefore,
Group Decision Making methods that work over the Internet
are designed as separate web or mobile applications [10]
that must be implemented for allowing experts to use them.
This approach has the disadvantage of forcing the experts to
communicate using a framework that they are not used to
deal with. Therefore, it would be desirable to allow them to
employ their most preferred communication means in order
to carry out the Group Decision Making process. One of the
best solutions is to allow the experts to communicate and
express themselves using their preferred social networks.

• The process configuration is required before the partici-
pation of the experts: In a classical Group Decision Making
method, the number of experts and alternatives are fixed
from the beginning. Therefore, it is not possible to include
new alternatives generated over the process or invite other
experts to join. Recent methods have introduced some flex-
ibility in order to overcome this issue [11,12]. Neverthe-
less, they require modifications on the used applications and
force new users to register. Debate and decision procedures
should be designed as flexible processes where new ideas
and participants can be added at any time. This issue has
become a major problem now that Web 2.0 technologies and
the Internet are the most preferred frameworks to carry out
discussions. It is usual for users in a social network to join
online conversations at any time and provide new points of
view and novel ideas. In the same way that social networks
allow flexibility when providing opinions and adding new
participants, Group Decision Making processes should allow
experts and alternatives to be modified at any time [13,14].

• Debate and preference providing are managed as separate
concepts: Recent Group Decision Making methods separate
the debate and the preference providing phase as if they
were two different processes. Nevertheless, it is quite clear
that new ideas are proposed and defended in the debate.
Therefore, it would be much more natural to obtain the
preferences directly from the debate information instead of
taking themusing a separated information retrieving process.
From the debate it is possible to obtain a better knowledge
about experts’ preferences because they use the debate to
share their ideas. Retrieving preferences in a separated pro-
cess only makes some preference information to become
lost. Also, experts have the troublesome task of providing
the same information twice: one time in the debate and
another one when providing their preferences to the system.
Consequently, it is interesting to develop methods that are
able to obtain the preferences directly from the debate and
release the experts of having to provide their preferences.

The motivation of the paper is to present a novel method
for overcoming the previously presented issues. Thanks to our
method, experts can carry out Group Decision Making processes
using their most preferred method for providing preferences, that
is, natural language. Also, our method uses social networks for
expert communication since this is the framework that the experts
are more familiar with. A novel consensus calculation method that
is based on experts’ opinions is also included. It is important to
develop methods that experts can use in a comfortable way since
this will enhance the expert experience and improve the process
results.

Ourmodel uses sentiment analysis procedures [15–17] in order
to extract the preference values from the free text used for the
debate. Thanks to this, there is no need for experts to participate
in a preference providing process. Furthermore, it is possible to

use the novel described process over any social network since
it directly works over the free text provided by the experts. For
instance, when using Twitter [18,19], it is possible to use Twitter
API to automatically extracts free texts from the experts. This
way, there is no need for the experts to make use of any external
application to provide information to the system. Instead, it is only
necessary for experts to post on their social networks. The novel
developed Group DecisionMakingmethod also presents twoways
of applying consensus measures over the process. The first one
uses the preference relation matrices extracted in the sentiment
analysis procedure. The other novel approach uses the experts’
opinions about other participants that are available on the social
network.

The article is structured as follows. In Section 2, basis needed
to understand the presented method are described. In Section 3,
the novel proposedmethod is exposed. In Section 4, an application
example in presented in order to clarify how the method works. In
Section 5, advantages and drawbacks of the developedmethod are
discussed. Finally, some conclusions are pointed out.

2. Preliminaries

In this section, basis needed to comprehend the presented
method are exposed. In Section 2.1, how social networks are struc-
tured is presented. In Section 2.2 basis of Group Decision Making
modeling are presented. In Section 2.3, consensus measures over
the preferences are presented. Finally, in 2.4, sentiment analysis
procedures are introduced.

2.1. Social networks

As it has been stated in the introduction, social networks [3]
are the most preferred mean for experts to communicate over the
Web. Social networks are usually implemented as web platforms
that allow users to communicate and share information by using
messages, posts,. . . Therefore, they are an interesting means to use
when carrying out Group Decision Making processes.

Furthermore, social networks structure can be used by Group
Decision Making methods in order to define the decision making
process over them. Sentiment analysis can also use them in order to
perform accurate analysis processes. One of the most relevant fea-
tures are the hashtags. The hashtags [20,21] are a set of keywords
that are used to describe a certain user provided text. This way, it
is possible to allow decision making participants to use hashtags
for describing their texts and associate them to a certain Group
Decision Making process in progress. Since experts are allowed
to express themselves using free text, social networks provide
high flexibility for experts to provide their opinions. Sometimes,
the number of words allowed for a single opinion is restricted,
encouraging the experts to focus on the dealt topic instead of
getting sidetracked.

Since, in a social network, it is always possible to know which
text belongs to which social network user, there is no doubt about
who is the owner of each opinion. In order to know which al-
ternative they are referring to, it is possible to look for specific
words or allow experts to use hashtags in the text. By carrying
out a sentiment analysis procedure, it is also possible to determine
if the provided opinion is positive or negative. This can be done
by analyzing the words meaning that are used to describe the
alternatives.

Finally, it is possible to create groups of experts that agree
or disagree in their opinions by analyzing texts that are written
referring to them. It is common in social networks to provide the
users with a special structure called mentions in order to refer to
a specific user. In Twitter, for instance, mentions are constructed
as @username. Therefore, by carrying out a sentiment analysis
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Fig. 1. Social network general scheme.

procedure of the text surrounding the mention, it is possible to
determine which experts agree with his/her opinion. This can help
us to determine the consensus [22–25] of the Group Decision
Making process.

The described social network scheme canbe seen in Fig. 1. Social
networks are quite present in the recent literature since they allow
us to analyze and learn a lot from users’ provided information. For
instance, in [26], deep convolutional neural networks are used in
order to generate networks abstractions at different levels. This
can help, for instance, when carrying out multi-label queries in
social networks. In [27], amachine learning approach for analyzing
social media is presented. In [28], graph tools that can be used for
analyzing a social network are showed. Finally, in [29], a neural
framework for learning node representation from social network
data is presented.

2.2. Group Decision Making

Group Decision Making has been a widely studied field since
its beginnings in the 70’s [30,31] until nowadays [32–36]. In the
last years, Group Decision Making methods have experienced a
deep change due to the appearance of Web 2.0 technologies. In
the beginning, Group Decision Making methods were designed for
guiding a set of experts in a closed discussion that takes place in
the same room. Nevertheless, nowadays, Group Decision Making
methods are designed in order to carry out flexible decision pro-
cesses over the Web. This way, experts do not need to reunite
in the same room and they can carry out the required process
independently of the moment and location.

Generally, a Group Decision Making process [37,38] can be
defined as the process where a set of experts E = {e1, . . . , en} have
to sort a set of alternatives X = {x1, . . . , xm}. For this purpose, they
provide a set of preferences, P = {p1, . . . , pl} that represents the
importance that each expert gives to each alternative.

Traditionally, a GroupDecisionMakingmethod follows the next
steps [39,40]:

• Providing preferences: Experts decide which alternatives
are themost suitable and provide their opinion to the system.
One of the most used methodology to carry out this process
is to allow users to carry out a pairwise comparison of the
alternatives [11,41,42]. This way, they can compare pairs of
alternatives without having to focus on all the alternatives at
the same time.

• Calculating collective preference matrix: Once that all the
experts have provided all the alternatives, the preferences
are aggregated into a single collective piece of information.
Ordered Weighting Averaging (OWA) operators [43] can be
used for this purpose. The obtained result contains the overall

aggregated opinion of all the experts. Usually, it is repre-
sented as a square matrix where each position, pij, contains
the preference of alternative xi over xj.

• Creating the alternatives ranking: Final alternatives ranking
is calculated using the collective matrix. The results can be
presented to the experts by showing the most voted alterna-
tive or the ranking of all the available alternatives. Selection
functions of alternatives can be used for calculating the al-
ternatives ranking. These operators are capable of calculating
the alternatives ranking results using the collective prefer-
ence matrix obtained in the previous step.
In ourmethod, the QGDD operator and a VIKOR approachwill
be used for computations, QGDD operator can be calculated
as follows:

QGDDi = φ(cik), k = 1 . . .m (1)

Each QGDDi value represents the adequateness of alternative
xm. There can be cases where the obtained values are very
close among them. In order to emphasize the differences
among the alternatives, it is possible to apply a VIKOR ap-
proach. The following expression can be applied over the
QGDD values:

RVi =
c+

− QGDDi

c+ − c−
(2)

where c+ and c− are the ideal and anti-ideal points. Since we
are carrying out a group decisionmaking approach, c+ and c−

can be set to the best and least obtained aggregated result.
Both approaches have been used in the recent literature, as it
can be seen in [44,45].

• Measuring consensus: Before obtaining the decision results,
it is important to encourage experts to maintain an intense
debate about the dealt topic. It is important to allow the
experts to adequately communicate and make them reach a
common conclusion before making a final decision [24,46].
The more the experts agree on the final ranking, the more
reliable the resultswill be. If the consensus among the experts
is high enough, it means that they all agree and, therefore,
no more discussions are needed. Consequently, the last cal-
culated decision results are taken as the final ones. On the
contrary, if consensus is low, experts need to modify their
preferences in another debate round. This will allow experts
to try to bring their opinions closer. Since, it is sometimes
impossible for all the experts to agree on an alternatives
ranking, amaximumnumber of decisionmaking roundsmust
be established. If this limit is reached, the decision results
on the current round are considered as the final ones. In
Section 2.3, how to calculate consensus measures over the
preferences is showed. In Section 3.5.1, a novel approach that
uses experts’ opinions is presented.

The described Group Decision Making scheme can be seen
graphically on Fig. 2. In the novel developed method, experts’
preferences are extracted from social networks like the one de-
scribed in Fig. 1 by using a sentiment analysis procedure over their
contributions.

To facilitate the way experts use to provide their preferences, it
is usual to employ linguistic modeling techniques [47–49]. Thanks
to them, experts can provide their preferences in a linguistic and
imprecise way. They ease the human–system communication and
allow the experts to provide their preferences in a more comfort-
able way. The main problem of this approach is that the experts
that participate in the Group Decision Making process are forced
to use a fixed linguistic label set. Although methodologies such
as multi-granular linguistic modeling methods [9] have been de-
veloped, they only solve the problem partially since what experts
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Fig. 2. Group Decision Making general scheme.

reallywant is to express themselves using free text,without having
to withhold their expressiveness using just a small set of words.
This is the reason why in the novel developed method, experts are
asked to provide their preferences using free texts and preferences
are automatically calculated using sentiment analysis procedures.
Thanks to this freedom, they can express themselves better and,
also, preferences can be extracted directly from the texts used for
debate releasing the experts from the duty of providing the same
information twice.

2.3. Consensus measures over the preferences

The consensus approach that is presented in this section is
based on the preferences extracted from the debate texts. The
obtained results are based in the similarity of the preferences
provided by every possible pair of experts.

In order to calculate the consensus between two specific ex-
perts, ei and ej, the Euclidean distance between their preferences
values can be applied:

CNij =

√
(pikl − pjkl)2, k, l = 1 . . .m (3)

In order to calculate the global consensus value, the consensus
obtained between every two experts can be aggregated as follows:

GC = φ(CNij), i, j = 1 . . . n (4)

Similar approaches have been applied in recent papers such
as [50].

2.4. Sentiment analysis

Human–computer communication is an issue that is still quite
challenging nowadays. While computers are used to work using
numbers, humans are more used to communicate using feelings
and concepts. The sentiment analysis procedure goal is to allow
computers to measure how a human is feeling by analyzing free
textswritten by them. It is based in the idea that if a person is using
words such as interesting, good or amazing, then he/she has positive
feelings about what he/she is talking about. Otherwise, if he/she

employs words such as negative or demoralizing then, the feelings
that the person is experimenting are negative ones.

Generally, in order to carry out a sentiment analysis procedure,
the following steps are followed:

• Selecting the goal sentiment: First of all, it is necessary
to determine which sentiments are we trying to identify.
Depending on our purpose, it is possible to carry out a pos-
itive/negative sentiment analysis or search for more specific
feelings.

• Generating a list of words: A list of words according to each
feeling that we want to identify must be generated. Each
list must contain words related to the associated feeling. For
instance, if wewant to determine if a person is experimenting
anger in their comments, words that are typically used when
a person is angry must be included in the anger word list.

• Analyzing free texts: Every word from the texts is searched
in the lists. If the process finds out that several words are
included in the same list, then the probability that the person
is experiencing the list associated feeling is quite high.

• Presenting final results: Once that the analysis is complete,
found feelings are listed. It is possible that a user is experi-
encing more than one feeling at the same time. A minimum
number of words that must be found in the lists in order
to consider a feeling to be present in a text/person can be
established.

The exposed scheme can be seen in Fig. 3. Sentiment analysis is
a topic that is quite present in the recent literature. For instance,
in [51], hierarchical fusion with context modeling is applied in
order to solve multimodal sentiment analysis problems. In, [52], a
prototype tool that is capable of carrying out dynamic sentiment
analysis of textual content from websites is presented. In [53],
a specific neural network structure is built in order to carry out
sentiment analysis procedures.

3. A Group Decision Making method to analyze social network
discussions

Sentiment analysis is a quite useful tool when trying to figure
out how people felt when they wrote a specific text. Therefore, it
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Fig. 3. Sentiment analysis general scheme.

can be applied over GroupDecisionMaking debate texts in order to
obtain information about how experts feel about the alternatives
that they are discussing about. The novel developed method has
the following steps:

• Extracting debate texts from experts: Texts from the debate
are extracted from the social network used. As an example,
we will be using Twitter, but our method is compatible with
any social network. This is because our method is focused on
the texts not on any specific social network structure.

• Calculating expert’s preferences values: Once that the ex-
perts texts have been retrieved, a sentiment analysis proce-
dure is applied in order to extract the preference values to be
used in the Group Decision Making process.

• Calculating collective preference matrix: Preferences are
aggregated into a single collective piece of information that
represents the overall opinion of all the experts. Preference
relation matrices are used.

• Creating the alternatives ranking: Selection procedures are
applied in order to calculate the alternatives ranking.

• Calculating consensus: Consensus analysis is performed in
order to determine if the experts agree on the results or if
there are different opinions. Two ways of carrying out this
step are proposed.

All the presented steps are described in more detail on the follow-
ing subsections.

3.1. Extracting debate texts from experts

First of all, texts referring to the Group DecisionMaking process
must be extracted from the social network. In order to carry out this
process the next steps are followed:

• Establishing a Group Decision Making process hashtag:
First of all, a hashtag that represents the Group Decision
Making process must be selected. Experts are asked to use it
in any debate text that they provide to the system. Thanks
to this, it is easier for the Group Decision Making method to
retrieve all the required information from the social network.

• Selecting experts’ accounts: Each expert that participates in
the process has an associated social network account. If it is
not clear howmany experts are participating, it is possible to
retrieve all the accounts that use the hashtag that has been
established in the previous step.

• Selecting Group Decision Making debate texts: Once that
the experts that participate in the process are known and
their social network accounts are located, it is time to extract
all the texts that are related to the Group Decision Making
process. For this purpose, texts that include the hashtag are
selected from each expert’s account. If no hashtag is used, it is
possible to create a list of words related to the dealt topic and
select the contributions that have several words that belong
to that list. After this step is performed, we have determined
a set of experts, E = {e1, . . . , en} and a set of associated texts
A = {A1, . . . , An} that have been written by each expert.

Once that all the texts related to the Group Decision Making pro-
cess have been extracted, it is time to generate the preferences
values using them.

3.2. Calculating preferences

Once that the debate texts have been extracted, the natural free
writing used by experts in their debates must be converted into a
set of preference values that will be used by the Group Decision
Making process to calculate the ranking of alternatives. For this
purpose, sentiment analysis procedures are used. Since, for the
problem solved, we only need to determine if there are positive,
neutral or negative feelings about two specific alternatives, three
lists of words are used. In the first one, words determining positive
feelings are used. If several of these words are used by the experts
in their texts, it means that they prefer the first alternative over the
second. In the secondone, negativewords are stored. If thesewords
are employed, it means that the experts do not prefer the first
alternative over the second. Finally, the third list contains words
that are frequently used when stating that something is similar.
We will call these lists P , NP and S (preferred, not preferred and
similar) respectively. Since experts are comparing alternatives, it
is interesting to focus on comparatives structures instead of adjec-
tives. This way, it is possible to analyze the sentences where the
alternatives are mentioned and determine the preference among
them employing on the words used by the experts for comparing
them.

Each of the lists PL, NPL and SL is built as a matrix where each
row is structured as follows:

• Comparative expression: An expression used for comparing
two elements.

• Comparative strength degree: Preference degree of one al-
ternative over another. The assigned value depends on the
meaning of the comparative expression used. This way, ex-
pressions that emphasize a lot the preference of one al-
ternative over another have a higher strength degree than
expressions whose meaning do not imply that there is much
difference between them.

A list composition example can be observed in Table 1. A [1,5]
scale has been used in order to determine the preference value
strength. The higher the value, the more preferred is one alterna-
tive over the other. Strength values can be configured and fixed ac-
cording to the decision making environment. Also, different words
can be added or removed in order for the list to accommodate to
the discussion environment. It is also important to remark that SL
list does not really need a strength value since the process assigns
the middle label of the used linguistic label set in the cases where
two alternatives are considered as similar ones.
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Table 1
Comparative word list examples.
Comparative Value

Better 4
Much better 5
Smarter 2
Cheaper 2
Much cheaper 3

It is important to remark that it is possible to apply any other
sentiment analysis procedure to the novel developed method. The
only requirement is that the applied process must be able to
transform the debate texts where the alternatives are mentioned
into numerical preference values. For testing purposes, three toy
lists that follows the provided description have been developed. PL
has 304 entries, NL has 308 entries and SL has 116 entries.

The mentioned preferences calculating step can be performed
as follows:

• Identify alternatives keywords: Before carrying out any
computation, a set of keywords, KX = {kx1, . . . , kxm}, is
associated to each alternative. Thanks to these, it is possible to
identify which alternatives the experts are discussing about.
Each kxi value is formed by a set of words that are typically
used when the alternative xi is being discussed.

• Extracting comparative sentences related to the alterna-
tives: All the sentences belonging to all the experts that
participate in the process are analyzed. All the sentences that
have at least one of the expressions located in the word lists
are extracted from the main texts. As a result of this process,
each expert, ei, is associated with three sets of comparative
sentences, spli, snpli and ssli. spli stores the sentences that
mention two alternatives and have one comparative expres-
sion belonging to the PL list. snpli and ssli contain sentences
that have comparative expressions belonging to the NPL and
SL lists respectively. Each sentence must contain a compar-
ative expression and some of two alternatives keywords in
order to be valid.

• Grouping sentences that compare the same alternatives:
Now that, for each expert, spli, snpli and ssli values have
been extracted, we need to calculate the preference degree
of each pair of alternatives, pij. This process is performed by
associating the strength value of the comparative expression
used for comparing alternatives xi and xj. In the case that sev-
eral comparative sentences are available for the same pair of
alternatives, we select the most extreme value. For instance,
if alternatives xi and xj have two comparatives sentences
from PL with a strength value of 2 and 3, value 3 is assigned
to pij. In the case that no comparative sentence is assigned
to some pair of alternatives, some incomplete preference
relation managing method can be used to fill the gap [54] or
expert can be specifically asked to provide the required value
to the preference relation matrix. From now on, it is assumed
that there is enough information to fill the preferencesmatrix
without leaving any gap in it.
After assigning the strength value, it must be transformed
depending on the comparative list:

– The comparative expression belongs to PL: No change
is applied over the strength value. For instance, if the
comparative word used for comparing xi and xj has a
strength value of 3, then pij = 3.

– The comparative expression belongs to NPL: The
strength value is negated. For instance, if the compara-
tive expression has a strength value of 3, then pij = −3.

– The comparative expression belongs to SL: In this case,
pij = 0.

After performing this process, a preference matrix, pij, that is
conformed by integer values belonging to the interval [−g,g]
is generated. g is the highest strength value of the lists. Once
that numbers have been assigned to the preference matrix, a
linguistic label from a specific linguistic label set is assigned
to each of the preference values. This way, it is possible to
operate and present final decision results to the experts using
linguistic modeling.

• Fixing the preference value interval: Although it is possible
to associate labels from a linguistic label set to the integer
values that conform P when it is represented by values in
the interval [−g,g], it may occur that we are not interested
in maintaining negative indexes or that we prefer a linguistic
label set with another granularity value. In order to fix this, it
is possible to transform the obtained preference representa-
tion in order to reduce/augment granularity and remove the
negative values. The following procedures can be optionally
applied in order to obtain the desired representation:

– Remove negative values: The obtained preliminary
representation generates labels whose indexes belong
to the interval [−g,g]. If negative indexes are not de-
sired, it is possible to apply a domain change and ex-
press all the information using indexes from the interval
[0, (2 · g)]. In such a way, if the linguistic label set S2g is
used, s0 in pij indicates that xi is totally not preferred
to xj while s2·g/2 indicates similarity between them. The
following expression can be applied for carrying out the
transformation:

p[0,(2·g)]
ij = p[−g,g]

ij + g (5)

– Modify the linguistic label set granularity: It is pos-
sible that, for precision or comprehension purposes,
the granularity of the linguistic label set used does
not fit our expectations. This can be easily fixed by
applying any multi-granular fuzzy linguistic modeling
method [9] over the preference values. In such a way,
it is possible to adjust the granularity of the linguistic
label set to our needs.

Once that the preferences matrices of all the experts are cal-
culated, the decision making process can continue. Temporary
ranking of alternatives and the consensus values can be calculated.
These processes are described in more detail in the following
subsections.

A graphical scheme of this process can be seen in Fig. 4.

3.3. Calculating the collective preference matrix

Before calculating the alternatives ranking, a collective prefer-
ence matrix containing the overall aggregated opinion of all the
experts that participate in the Group Decision Making process
must be calculated. Any aggregation operator can be applied for
this purpose. For instance, the mean operator or some OWA oper-
ator [43,55] are the most used choices.

If the same representation is chosen for all the preference values
provided the experts, P i, then the aggregation process is quite
straightforward.

In the developed method, we will apply the weighted aggrega-
tor (WA) as it is done in [56]. Therefore, it is possible to calculate
the collective preference matrix, C , as follows:

cij =

n∑
k=1

wk · pkij, i, j = 1 . . .m (6)

where n is the number of experts andm the number of alternatives.
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Fig. 4. Preference calculating step scheme.

3.4. Ranking alternatives

Once that the collective preference matrix has been calculated,
alternatives need to be ranked. For this purpose, it is possible to use
the process that has been exposed in Section 2.2. Expressions (1)
and (2) can be applied over collective matrix in order to obtained
the required ranking.

It is important to notice that, in order to increase the presented
results comprehension, it is possible to transform the obtained RV
values into linguistic labels. This way, experts better understand
the obtained alternatives ranking and it will be easier for them to
understand the overall preference degree over a specific alterna-
tive. For this purpose, 2-tuple linguistic representation model [57]
and a multi-granular fuzzy linguistic modeling method that is
capable of working with that representation [58] can be applied.
This way, by interpreting the RV values as β values that are located
in the interval [0,1], it is possible to apply the 2-tuple linguistic
representation model in order to assign a specific label to each
obtained result.

3.5. Calculating consensus

Determining the consensus reached among experts in a Group
Decision Making process is a critical part of the process. Thanks
to it, experts can know if they are reaching an agreement or, on
the contrary, there are different positions among them. Therefore,
consensus measures can be used to decide if experts should carry
out more debate or if they have already reached an agreement.

In the novel developed method, two ways of carrying out this
process are presented. One is based on the preferences generated
after analyzing the debate texts. The other one is based exclusively
on information provided by the experts about the rest of the people
involved in the decision. By carrying out a sentiment analysis
procedure over this information, it is possible to determine if they
agree with the other experts or if they have different opinions.

There are no clear criteria that help us to select one consensus
method or another. It all depends on how consensus wants to be
calculated. Centering consensus in preferences can be probably
seen as a more objective approach since it totally relies on experts’

preferences. On the contrary, centering the consensus on experts’
opinions means that the consensus results will be based on how
experts feel about the rest of the people that participate in the
discussion. Therefore, it is a more subjective approach.

Regarding to the convergence of the consensus reaching pro-
cess, we should point out that our consensus approach controls
the decision making process finishes by using a variable of max-
imum number of rounds. On the other hand, the experts are free
to express their preferences and it is clear that we cannot force
them to converge, although we could guide them with feedback
methods [35,59]. In our model in each round we provide them
with a consensus graph that shows every expert his/her position
regarding to the rest of experts. This information is useful to
guide the changes of expert preferences in order to guarantee the
convergence of the consensus reaching process. In such a way, we
provide a special feedback to aid in the convergence process.

In Section 2.3, consensus is calculated over the generated pref-
erences values. In Section 3.5.1, a novel consensus approach that
uses experts’ debate information is presented.

3.5.1. Consensus over the experts
Oneway of determining if there is consensus in the Group Deci-

sionMaking process is to analyzewhat experts think about the rest
of participants contributions to the debate. Thanks to sentiment
analysis procedures, it is possible to carry out a thorough analysis
about these opinions and calculate a consensus value based on
them. It should be noticed that, using the obtained procedure
results, it is possible to create a network that connects all the
experts according to their ideas. This can help to visually determine
which ones agree and which one have different opinions.

In this case, the application of sentiment analysis procedures
have the purpose of identifying which experts have positive or
negative opinions about what other experts are stating in their
contributions. For this purpose, two lists of words will be used.
The first one will contain words that, if present, they will indicate
that the experts agree and defend each other. On the contrary, the
second word list will contain expressions that state disagreement
among them. The lists used for this task will be the ones provided
in [60]. Since there are two lists available, one for positive feelings
and another for negative ones, they adapt perfectly to the required
analysis.

The procedure that our method follows to obtain the consensus
results is specified below:

• Extracting the required texts: For each expert’s account,
texts referring directly to other experts that participate in
the process are retrieved. Mentions can be used for an eas-
ier identification. For instance, in Twitter, debate texts that
include the syntax @nickname, where nickname refers to one
of the Group Decision Making participants, can be selected.

• Establishing a pairwise expert comparison value: In order
to obtain the consensus value between experts ei and ej, csij,
the following process is followed:

– Establishing the agreement level: Sentences relating
experts ei and ej are analyzed. The number of words
belonging to the positive word list are counted. This
number is considered as pwcountij and measures the
agreement between experts ei and ej. It is important to
notice that, in this case, pwcountij = pwcountji.

– Establishing the disagreement level: The number of
words from the selected sentences that are located in
the negative word list is counted. This value, nwcountij,
provide uswith ameasure of the disagreement between
experts ei and ej.
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Fig. 5. Example of a Group Decision Making process consensus graph.

– Calculating the pairwise consensus value: Finally, us-
ing pwcountij and nwcountij, the following expression
is applied in order to calculate the consensus value
between ei and ej:

csij =
pwcountij − nwcountij
pwcountij + nwcountij

(7)

The obtained value is located in the interval [−1,1]. A lin-
ear transformation can be applied in order to convert the
obtained values into the interval [0,1]. This process can be
performed as follows:

cs[0,1]ij =
(cs[−1,1]

ij + 1)

2
(8)

As it can be observed, the lower the value, themore disagree-
ment there are between ei and ej. Since the obtained value
is independent of the total of words found on the word lists,
it is possible to compare consensus among different pair of
experts by using their obtained consensus value. It is also
possible to employ this information in order to build a graph
that interconnects the experts that agree.
For instance, imagine that we have the set of experts E =

{e1, e2, e3, e4} and the following consensus values between
them:

CS =

⎛⎜⎝ − 0.8 0.3 0.1
0.8 − 0.3 0.4
0.3 0.3 − 0.9
0.1 0.4 0.9 −

⎞⎟⎠ (9)

As it can be seen, due to the way that the computations
have been carried out, csij = csji. Using this information,
it is possible to build a graph where experts that have high
consensus between them are interconnected by green lines.
On the contrary, experts that disagree can be interconnected
by red lines or not be connected. Value 0.5 can be used as the
threshold value for the graph. In such away, consensus values
lower than 0.5 indicate disagreement while values higher
than 0.5 mean that there is agreement between experts. In
Fig. 5, the graph associated to the consensus matrix exposed
in (9) is shown.

• Calculating the global consensus value: It is possible to ob-
tain the Group Decision Making process summary consensus
value, GCS, by calculating the mean among all the csij values.
This can be done by applying the next expression:

GCS = φ(csij), i, j ∈ {1, n}, i ̸= j. (10)

4. Illustrative example

In order to enhance the comprehension of the presented
method, an application example is shown in this section. Imagine

Table 2
Description of alternatives.
X Description Keywords

x1 More resources resources, stock
x2 New employees employees
x3 Hire another building hire, new building
x4 Save the money for the future save, put away

that a set of four experts E = {e1, e2, e3, e4} want to discuss about
where some money should be invested. There are four options,
X = {x1, x2, x3, x4}, that are described in Table 2. Texts from the
experts are extracted from the social network using a pre-specified
hashtag.

First of all, a set of keywords, KX , must be established for each
alternative in order to use them for detecting the debate texts that
discuss those alternatives. Column 3 of Table 2 shows a possible set
of keywords for each alternative. The set of keywords size depends
on the precision required for identifying the alternative in the text
analysis process and the expected alternatives synonyms that the
experts can use to express themselves.

After establishing all the required parameters, a sentiment anal-
ysis procedure over the debate texts provided by the experts can
be performed. For instance, in Table 3, some examples of some pos-
sible sentences that the experts could have written about the topic
are presented. In order to convert them into preference values, we
need to check the strength values associated to each comparative
word. In the case of the comparative expressions presented in
Table 3, values are listed in Table 4.

Strength values are expressed using the [0,5] interval in the
lists. The strength values that belong to NP are negated since they
indicate lack of preference. 0 value is assigned to any comparative
expression that indicates high similarity. Therefore, the strength
values that are finally assigned to the comparative expressions are
located in the interval [−5,5].

Strength values can be converted to the interval [0,10] by fol-
lowing expression (5). Results can be observed in the third column
of Table 3. The obtained results have been represented using the
linguistic label set S = {s0, . . . , s10}. Preferences obtained by the
application of the sentiment analysis procedure on the extracted
texts are shown below:

P1 =

⎛⎜⎝ − s4 s3 s8
s9 − s1 s7
s9 s8 − s10
s1 s3 s2 −

⎞⎟⎠ P2 =

⎛⎜⎝ − s3 s2 s7
s10 − s2 s6
s10 s10 − s9
s1 s1 s4 −

⎞⎟⎠
P3 =

⎛⎜⎝ − s1 s2 s9
s7 − s2 s8
s8 s8 − s8
s3 s4 s2 −

⎞⎟⎠ P4 =

⎛⎜⎝ − s3 s3 s10
s8 − s3 s7
s9 s9 − s10
s4 s3 s3 −

⎞⎟⎠
Once that the preference matrices of all the experts have been

obtained, the collective preference matrix can be calculated. Since
all the experts have the same importance, the weight vector W =

{0.25, 0.25, 0.25, 0.25} is used. After aggregating all the indexes
of the labels of the preference relation matrices, the following
collective preference matrix is obtained:

C =

⎛⎜⎝ − 2.75 2.5 8.5
8.5 − 2 7
9 8.75 − 9.25

2.25 2.75 2.75 −

⎞⎟⎠
Finally, using the collective matrix, the final ranking results are
calculated. The process specified in Section 2.2 is applied. Results
can be seen in Table 5.

After calculating the first round results, a consensus analysis
can be carried out to see if the experts have similar opinions
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Table 3
Sentences and associated preference value.
Sentences Strn. value Pref. value

We need resources more than employees. 4 p12 = s9
Hire another building is a better option than put away the money. 3 p34 = s8
It is more necessary to save the money than to spend it in hiring more employees. 4 p42 = s9
It is better to hire new employees than to invest in another building. 4 p23 = s9
It would be similar to me to invest the money in a new building or in new employees 0 p32 = s5
It would be worse to save the money than to invest it in hire new employees −3 p42 = s2

Table 4
Comparatives and associated preference values.
Comparative Strn. value

Need more than 4
Better option 3
More necessary 4
Better 4
Similar –
Worse 3

Table 5
Alternatives ranking.

x1 x2 x3 x4
QGDD 4.583 5.833 9 2.583
Ranking value 0.6436 0.4712 0.0344 0.9195
Ranking x3 x2 x1 x4

Table 6
Consensus over preference relations.
Experts Consensus

e1, e2 4
e1, e3 3
e1, e4 8
e2, e3 1
e2, e4 4
e3, e4 5

Global consensus 4.166

Table 7
Consensus over experts debate texts.

Exp. pwcountij nwcountij cs[−1,1]
ij cs[0,1]ij

e1 , e2 5 0 1 1
e1 , e3 6 1 0.8571 0.928
e2 , e3 8 2 0.8 0.9
e2 , e4 5 1 0.83 0.915
e1 , e4 7 0 1 1

or if there are disagreement among them. First, it is possible to
apply consensus measures over the preferences relation matrices
generated by the sentiment analysis procedure over the debate
texts.When the procedure exposed in Section 2.3 is applied, results
exposed in Table 6 are obtained.

The other presented way of calculating consensus is by using
experts’ texts that refer to other decision making participants. As
exposed in Section 3.5.1, we need to retrieve the texts belonging to
each pair of experts and count the number of positive and negative
words that are included on them. For this purpose, the positive and
negative word lists from [60] are used. Consensus values obtained
for each two pair of experts are exposed in Table 7.

It is possible to obtain a summary consensus value by applying
the mean operator over the obtained consensus values as follows:

φ(1, 0.928, 0.9, 0.915, 1) = 0, 9486

As it can be seen, consensus reached in both consensus measuring
approaches are quite high. Therefore, it is possible to accept the
generated alternatives ranking as the final one.

The efficiency of themethod depends on different aspects of the
process:

• Number of experts and alternatives, NE and NA: The num-
ber of experts and alternatives have a clear impact in the
number of computations that must be performed. The more
experts involved in the process, the more contributions that
need to be analyzed and, consequently, the more time the
process will need to be accomplished.

• Number of contributions of each expert, NCi: The more
contributions that each expert generates, the more time will
be consumed by the preferences calculation process.

• Number of hashtags for each alternative, NHi: Each alter-
native hashtag needs to be searched in the experts’ contribu-
tions. Therefore, the more hashtags are introduced, the more
time the preference calculating step will take.

The main computational effort of the method consists in searching
words over the experts’ contributions. Since the number of experts
that participate in a Group Decision Making process and their
contributions are usually limited and not quite high, the described
method is not computationally intensive. An estimation of a Group
Decision Making round number of computations can be calculated
using the following expression:

CompNumber = {NE · (NA · NA − NA) · NHφ · NCφ}

+{(NA · NA − NA) · NE} (11)

where the first bracket refers to the preferences extraction step and
the secondone to the collectivematrix calculation.NHφ is themean
number of hashtags andNCφ themeannumber of contributions per
expert. Ranking calculation, since it is carried over a uniqueNA ·NA
matrix is considered negligible. The size of the contributions, since
they are considered as short ones is considered negligible too.

Taking into account the presented example, the estimatednum-
ber of computations that have been carried out in one Group
Decision Making round is:

CompNumber = 4 · (4 ·4−4) ·2 ·3+ (4 ·4−4) ·4 = 288+48 = 336

In a more complex example with 9 experts, 7 alternatives, 4 hash-
tags per alternative and 5 contributions per expert the number of
computations rise to:

CompNumber = 9·(7·7−7)·4·5+(7·7−7)·9 = 7560+378 = 7938

Sincewe are dealingwith low effort operations, 7938 is still a quite
low computational effort. The number of experts and alternatives
that are dealt in a typical debate does not usually exceeds toomuch
making the presented method efficient enough for any debate
scene.

5. Discussion

The presented Group Decision Making method has the main
novelty of using sentiment analysis procedures over free texts
provided by the experts in order to fill the preference relation ma-
trices. Thanks to this, experts do not have to participate in a tiring
and uncomfortable preference providing process. In this way, they
can talk and debate freely in social networks without worrying
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about having to explicitly provide their preferences to the system.
The use of social networks for Group Decision Making processes
have made that our method presents the following advantages:

• Organized debates: Social networks allow us to carry out
Group Decision Making processes in an organized way. Since
it is clear which contribution belongs to each expert and all
the contributions are ordered by the posting time, it is easy
to follow the debate.

• Transcribed text of the debate: Since the provided opinion
and debate texts are stored in the social network, it is easy
to access and analyze them using the sentiment analysis
procedures.

• Hashtags andmentions: The hashtags andmentions to other
experts participating in the decision making process help the
sentiment analysis procedures to find and catalog the texts
according to the requirements. For instance, hashtags can
help us to select the debate texts that discuss the Group De-
cision Making process topic. Also, mentions to other experts
can help the sentiment analysis procedures to find debate
texts referring to other experts’ opinions.

• Preferred mean for communication: Social networks are
the communicationmethod preferred by users.Meeting face-
to-face can become troublesome due to the need of reuniting
in the same place at the same time. Thanks to social networks,
it is possible to carry out a debate at any time from anywhere.

The other important advantage that has been presented in this
paper is a novel consensus measuring method based on experts’
opinions about other experts contributions to the debate. This
consensus approach is more subjective and imprecise due to the
fact that is based on opinions and feelings that the experts have
about the other people that participate in the debate. Nevertheless,
it has the advantage of obtaining the values directly from the
sentences where the other experts are mentioned. That is, it is
centered in the debate text used for commenting other experts’
contributions.

Although the presented advantages make this method quite
interesting to be applied over social networks, there are several
issues that should be polished in order to improve its effectiveness
in real life applications. As it has been stated, it is possible that the
experts do not provide any information in the debate about two
concrete alternatives. This leads to a missing piece of information
in the preference relationmatrix. This problem can be easily solved
by applying incomplete preference relation matrices management
methods [54] or asking experts to fill the gaps in the generated
preference relation matrices. The method has been tested using
a toy problem. As future work, we will improve the comparative
word lists used in order to include more expressions and we will
test the method in real world problems.

The presented Group Decision Making method deals with the
problem of how to design clear means for the experts to provide
their preferences to the system. Also, it includes a novel consensus
model based on experts’ opinions about the rest of the experts.
There are already articles describing GroupDecisionMakingmeth-
ods in the literature that deals with this issue. For instance, in [61],
the trust among the experts ismeasured in order to identify groups
of experts that have similar opinions. It should be noticed that this
is a similar approach that the one taken in the second presented
consensusmodel. Nevertheless, ourmethod uses sentiment analy-
sis procedures over the experts’ opinions to extract the information
while in [61] they use a previously built trust information graph.
In [62], they also improve the preference providing system by
establishing semantic models for the experts. Nevertheless, they
still need that the experts focus on providing labels from linguistic
label sets instead of allowing them to use free text. In [63], authors
provide a type-2 fuzzy sets environment for the experts providing
step. Although, thanks to this, experts can provide more imprecise
information, free text is a more comfortable way for the experts to
provide their preferences.

6. Conclusions

In this paper, a new method of Group Decision Making is pre-
sented based on the communication of users through social net-
works. Traditional Group Decision Making methods have always
introduced a separation between the debate carried out by the
experts and the preferences providing process. Since it is in the
debate where experts express their opinions, we have developed a
novel Group Decision Making method that is capable of extracting
preferences directly from experts’ contributions. This is possible
thanks to the application of sentiment analysis procedures. By
identifying comparative expressions over the alternatives in the
debate texts, it is possible to automatically generate preference
relations that can be used for carrying out the Group Decision
Making process. Thanks to this, experts do not have to replicate
the debate information in a preference providing step.

Since social networks are the most preferred mean to com-
municate over the Internet, this is the environment chosen for
carrying out theGroupDecisionMaking processes. Thanks to social
networks and the Internet, experts can carry out Group Decision
Making procedures at any time and any where.

The novel developed method also implements a novel consen-
susmeasuringmethod based on the opinions that the experts have
of the rest of decision making participants. Thanks to sentiment
analysis, it is possible to analyze texts referring to other experts
and determine if they agree or if there is differences among them.
It is also possible to calculate consensus analyzing the preference
relation matrices that the sentiment analysis procedure generates.
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