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Abstract: 

Objective: Predicting chronic disease evolution from prognostic marker is a key field 

of research in clinical epidemiology. However, the prognostic capacity of a marker is not 

systematically evaluated using the appropriate methodology. We proposed the use of 

simple equations to calculate time-dependent sensitivity and specificity based on 

published survival curves and other time-dependent indicators as predictive values, 

likelihood ratios and post-test probability ratios in order to re-appraise prognostic marker 

accuracy. 

Study design and Setting: The methodology is illustrated by back-calculating time-

dependent indicators from published papers presenting a marker as highly correlated with 

the time-to-event, concluding on the high prognostic capacity of the marker and presenting 

the Kaplan-Meier survival curves. The tools necessary to run these direct and simple 

computations are available online at http://www.divat.fr/en/online-calculators/evalbiom. 

Results: Our examples illustrate that published conclusions about prognostic 

marker accuracy may be overoptimistic, thus giving potential for major mistakes in 

therapeutic decisions. 

Conclusion: Our approach should help readers better evaluate clinical papers 

reporting on prognostic markers. Time-dependent sensitivity and specificity inform on the 

inherent prognostic capacity of a marker for a defined prognostic time. Time-dependent 

predictive values, likelihood ratios and post-test probability ratios may additionally 

contribute to interpreting the marker’s prognostic capacity.  
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What is new?  
 

 Time-dependent sensitivity and specificity as well as time-dependent predictive 

values can be find from published survival curves 

 Time-dependent likelihood ratios and time-dependent post-test probability ratios are 

new indicators of prognostic marker accuracy 

 The online application available at http://www.divat.fr/en/online-calculators/evalbiom 

allows back-calculating these time-dependent indicators  

 The proposed time-dependent indicators should help readers better evaluate clinical 

papers reporting on prognostic markers. 
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In many therapeutic areas, predicting health events is a real challenge to improve 

the long-term medical management of patients affected by chronic disease. In 

characterizing a biological or pathological process, a surrogate marker may help to 

forecast a future event [1, 2]. A marker is often claimed as prognostic if it is significantly 

associated with the time-to-event distribution. This is valid at a population level, but this 

does not imply that the marker is a useful tool for individual decision-making. Rather, the 

clinical relevance of the marker should depend on its accuracy to predict a patient’s 

evolution [3]. Therefore, clinical and biological prognostic markers, which can qualify a 

patient’s likelihood of experiencing the event under consideration [3], are usually used to 

identify “at risk” patients who require more attentive follow-up or treatment adaptation. 

Understanding the term “prediction” as described in the literature can be baffling as this 

term can refer to the posterior estimation of a regression model, such as the survival 

probability 5 years post treatment, or to the prognosis of a future event up to a certain 

prognostic time, such as the death of a patient within the first 5 years post treatment. The 

present paper concerns this second definition. In the remainder of the document, the term 

“time-dependent” will be used for such prognosis up to a given prognostic time. 

A widespread mistake when interpreting time-dependent data is confusing the 

notions of “prediction” and “correlation” [4]. The distance(s) between survival curves, the 

corresponding hazard ratio and the associated p-value are often presented as the most 

popular indicators of predictive capacity. However, p-values only demonstrate that the 

relationship is not a result of sample-to-sample fluctuation. Moreover, in a diagnostic 

context, Pepe et al. [5] demonstrated that the magnitude of an odds ratio has to be huge in 

order for it to inform on predictive capacity. Ware [6] pursued this line of investigation in a 

prognostic context and reported that the hazard ratio is not synonymous of prognostic 

capacity. According to Spruance et al. [7], the hazard ratio between patients at high and 

low risk of experiencing an event is also often wrongly interpreted since it only reflects the 
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magnitude of the changes in risk. Nevertheless, they demonstrated that the probability of 

experiencing the event sooner in the high risk group compared to the low risk group is 

equal to the hazard ratio divided by the hazard ratio plus one. Thus, the hazard ratio has to 

be massive to obtain a probability close to one, i.e. the reference value, qualifying the 

prognostic abilities of a marker on a time-scale change. It is quite common to find that 

markers, defined by authors as prognostic, are in fact only correlated with the survival 

outcome. Such common presentation of results can lead to overoptimistic and even 

erroneous conclusions and consequently misinterpretations concerning the potential utility 

of the marker [8]. 

In contrast with the diagnostic context, sensitivity and specificity are not often used 

in prognostic studies. The reason for this may be the difficulty in calculating these values 

when dealing with the time-to-event censoring process involved in long term studies, 

where the study patients do not all have the same follow-up time. Although Heagerty et al. 

[9] have described time-dependent estimators of sensitivity and specificity, these have not 

been widely adopted. Some authors estimate sensitivity and specificity based on the 

patients who have a follow-up at least equivalent to the prognostic time [10-12]. In this 

way, all patients who are censored before the prognostic time, i.e. who do not have this 

minimum follow-up, are excluded from the analysis. This results in considerable selection 

bias, leading to an over-representation of patients with failure or patients who reached this 

minimum follow-up period. 

As highlighted by Riley et al. [13], the improving of all aspects of prognosis research 

is necessary to give better clinically relevant evidence for clinicians and health policy 

makers. Over the past few years, new statistical methods have been developed to 

evaluate the prognostic capacity of markers. However, these methods are not 

systematically used in medical publications to justify conclusions relating to the prognostic 

capacity of the reported markers. Back-calculation may be a solution to re-appraise the 
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conclusions reported in the published literature. For instance, Simel et al. [14] proposed an 

approach to calculate a posteriori sensitivity, specificity and likelihood ratios when the odds 

ratio and marginal numbers of a contingency table are the only information available in a 

published paper focusing on a diagnostic test. The aim of the present paper is to enable 

readers to reinterpret the prognostic capacity of markers based on survival curves already 

published in the literature. Our proposed approach would enable the reader to determine 

the marker’s true prognostic capacity. We use simple equations to calculate time-

dependent sensitivity and specificity from survival curves. Other time-dependent 

indicators, such as predictive values, likelihood ratios or post-test probability ratios are also 

described. We additionally provide simple illustrations in order to interpret the true 

meaning of results relating to the prediction of long-term outcome. 

 

METHODS 

Available information on published survival curves 

The large majority of papers reporting on prognostic markers illustrate the results by 

plotting the non-adjusted Kaplan-Meier survival curves. Figure 1 illustrates the case of two 

survival curves for High Risk (HR) and Low Risk (LR) groups defined for a binary marker. 

Here 𝑁𝐻𝑅 and 𝑁𝐿𝑅 are respectively the numbers of individuals at baseline classified in the 

HR and LR groups. 𝑆𝐻𝑅(𝑡) and 𝑆𝐿𝑅(𝑡) are the corresponding survival probabilities at time 

t for these same groups. If more than two marker-based groups are studied, the binary 

assumption of the prognostic test no longer meets the definition of traditional sensitivity 

and specificity in which the outcome is binary, e.g. presence/absence of the disease. 

Nevertheless, in this context it is straightforward to merge groups, such as the HR and 

Medium Risk (MR) groups. If the 𝑆𝑀𝑅(𝑡) and 𝑁𝑀𝑅 represent the survival probability at 

time t and the number of individuals at baseline in the MR group, respectively, this new HR 

group can be characterized by a survival that is equal to (𝑁𝐻𝑅 ∗ 𝑆𝐻𝑅(𝑡) + 𝑁𝑀𝑅 ∗



8 
 

𝑆𝑀𝑅(𝑡))/((𝑁𝐻𝑅 + 𝑁𝑀𝑅)). The MR group can also be merged with the LR group, which 

results in the calculation of two pairs of sensitivity and specificity values, one based on a 

strict and the other based on a lenient marker threshold. 

 

Figure 1. Available Information provided by most Kaplan-Meier Survival Curves. The Four 

Key Parameters to be extracted are: the Baseline Number of HR Patients (NHR), the 

Baseline Number of LR Patients (NLR), the Survival at Time t in the HR Group (SHR), the 

Survival at Time t in the LR Group (SLR). 
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Time-dependent sensitivity and specificity 

The prognosis is made up to the prognostic time t. Then, 𝐷(𝑡) is the time-dependent 

indicator of the event with 𝐷(𝑡) = 1 if the event occurs before t and 𝐷(𝑡) = 0 otherwise. 

Based on the definitions of Heagerty et al. [9], the sensitivity at time t represents the 

proportion of patients who are correctly classified as HR among all patients who 

experience the event before time t, i.e. 𝑆𝑒(𝑡) = 𝑃(𝐻𝑅|𝐷(𝑡) = 1). The specificity at time t 

represents the proportion of patients who are correctly classified as LR among all patients 

who do not experience the event before t, i.e. 𝑆𝑝(𝑡) = 𝑃(𝐿𝑅|𝐷(𝑡) = 0). Using the Bayes 

theorem (demonstration provided in the appendix), time-dependent sensitivity and 

specificity for a prognosis up to time t can be easily calculated from survival at time t and 

the baseline numbers of individuals in the HR and LR groups: 

𝑆𝑒(𝑡)  =  
(1 − 𝑆𝐻𝑅(𝑡)) × 𝑁𝐻𝑅

(1 − 𝑆𝐻𝑅(𝑡)) × 𝑁𝐻𝑅 + (1 − 𝑆𝐿𝑅(𝑡)) × 𝑁𝐿𝑅
  (1) 

𝑆𝑝(𝑡)  =  
𝑆𝐿𝑅(𝑡) × 𝑁𝐿𝑅

𝑆𝐻𝑅(𝑡) × 𝑁𝐻𝑅 + 𝑆𝐿𝑅(𝑡) × 𝑁𝐿𝑅
    (2) 

 

Time-dependent predictive value 

While sensitivity and specificity indicate the intrinsic qualities of the marker by indicating 

risk group probabilities based on the future event status, predictive values are useful 

indicators for practical clinical interpretation and decision making. In fact, the time-

dependent positive and negative predictive values, denoted 𝑃𝑃𝑉(𝑡) and 𝑁𝑃𝑉(𝑡), are 

directly obtained from the survival at time t. The positive predictive value is the probability 

that HR patients will experience the event before time t, i.e. 𝑃𝑃𝑉(𝑡)  =  𝑃(𝐷(𝑡)  =  1|𝐻𝑅) =

1 − 𝑆𝐻𝑅(𝑡). The negative predictive value is the probability that LR patients will not 
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experience the event before time t, i.e. 𝑁𝑃𝑉(𝑡)  =  𝑃(𝐷(𝑡)  =  0|𝐿𝑅) = 𝑆𝐿𝑅(𝑡). The 

confidence intervals of each survival probability may sometimes be presented in the 

survival graphs or specified in the text for different time-points. Therefore, the 

corresponding confidence interval for both predictive values can be obtained directly. 

Time-dependent predictive values can also be defined as functions of time-dependent 

sensitivity and specificity (demonstration provided in the appendix): 

𝑃𝑃𝑉(𝑡)  =  
𝑆𝑒(𝑡) × 𝑃(𝐷(𝑡)=1)

𝑆𝑒(𝑡) × 𝑃(𝐷(𝑡) = 1) + (1 − 𝑆𝑝(𝑡)) × (1 − 𝑃(𝐷(𝑡) = 1))
  (3) 

𝑁𝑃𝑉(𝑡)  =  
𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡) = 1))

𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡)  =  1)) + (1 − 𝑆𝑒(𝑡)) × 𝑃(𝐷(𝑡) = 1)
  (4) 

Regarding the previous equations, the main limitation of predictive values is their 

dependence on the population frailty, i.e. the event probability. Therefore, without the 

calculation of previous time-dependent sensitivity and specificity values, the conclusions 

about prognostic capacity from a specific study cannot be directly generalized to other 

populations where the event probability is different. This significant limitation of predictive 

values is well accepted in traditional diagnostic medicine but is always ignored in 

prognostic analyses. 

 

Time-dependent likelihood ratios 

In the diagnostic context, positive and negative likelihood ratios are well defined [15, 16] 

and often used in practice. To our knowledge, their definitions have never been adapted to 

a prognostic context. Positive and negative likelihood ratios for a prognosis up to time t, 

denoted 𝐿𝑖𝑘𝑅+(𝑡) and 𝐿𝑖𝑘𝑅−(𝑡), are respectively: 

𝐿𝑖𝑘𝑅+(𝑡) =
𝑃(𝐻𝑅|𝐷(𝑡)=1)

𝑃(𝐻𝑅|𝐷(𝑡) = 0)
=

𝑆𝑒(𝑡)

1−𝑆𝑝(𝑡)
  (5) 
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𝐿𝑖𝑘𝑅−(𝑡) =
𝑃(𝐿𝑅|𝐷(𝑡)=1)

𝑃(𝐿𝑅|𝐷(𝑡) = 0)
=

1−𝑆𝑒(𝑡)

𝑆𝑝(𝑡)
  (6) 

If time-dependent likelihood ratios are close to 1, then the classification rule tends not to 

be informative of the future event. The higher the positive likelihood ratio, the more the HR 

group probability is associated with the occurrence of the event before time t. Conversely, 

the lower the negative likelihood ratio, the more the LR group probability is associated with 

the absence of the event before time t. Given the thresholds used in diagnostic 

evaluations, positive and negative likelihood ratios close to 10 and 0.1, respectively, 

indicate a useful marker for a prognosis up to the time t [15]. Since time-dependent 

likelihood ratios are derived from sensitivity and specificity at time t, they are independent 

of the event probability and thus represent intrinsic characteristics of the marker’s 

prognostic capacity. 

 

Time-dependent post-test probability ratios 

Let 𝑃𝑇+(𝑡) and 𝑃𝑇−(𝑡) be the positive and negative post-test probability ratios, 

respectively. Both quantities can be expressed according to the time-dependent likelihood 

ratios (demonstration provided in the appendix): 

𝑃𝑇+(𝑡) =
𝑃(𝐷(𝑡)=1|𝐻𝑅)

𝑃(𝐷(𝑡)=0|𝐻𝑅)
=

𝑃(𝐷(𝑡)=1)

𝑃(𝐷(𝑡)=0)
𝐿𝑖𝑘𝑅+(𝑡) (7) 

𝑃𝑇−(𝑡) =
𝑃(𝐷(𝑡)=1|𝐿𝑅)

𝑃(𝐷(𝑡)=0|𝐿𝑅)
=

𝑃(𝐷(𝑡)=1)

𝑃(𝐷(𝑡)=0)
𝐿𝑖𝑘𝑅−(𝑡)  (8) 

Similarly to diagnostic context, the time-dependent positive and negative likelihood ratios 

appear as a multiplicative coefficient between pre-test probability ratio and post-test 

probability ratio. The corresponding interpretations are straightforward. A patient classified 

in the HR group has a 𝑃𝑇+(𝑡) times greater risk of presenting the event before time t than 

after t. In contrast, a patient classified as LR has a 1/𝑃𝑇−(𝑡) times greater risk of 
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presenting the event after time t than before t. Unlike the likelihood ratio, these values 

must be interpreted with caution given their dependence on the population frailty. 

Software 

All of the methods described above can be performed using the online tools available at 

http://www.divat.fr/en/online-calculators/evalbiom. 

 
 

APPLICATIONS 

To illustrate the practical utility of the proposed methods, we have selected two papers: 

one in kidney transplantation and one in breast cancer. Nevertheless, to confirm our 

approach, we have also applied it to several other papers in various fields of medicine 

(results not shown). For this purpose we only chose papers in which i) the markers were 

highly correlated with the time-to-event with small p-values, ii) the authors concluded on 

the high prognostic capacity of the marker and iii) the 𝑁𝐻𝑅, 𝑁𝐿𝑅 , 𝑆𝐻𝑅(𝑡) and 𝑆𝐿𝑅(𝑡) were 

available. This selection of papers does not achieve the standards of a meta-analysis, the 

purpose of this selection is simply to highlight the usefulness of the proposed approach. 

 

Prognosis of an acute rejection episode after kidney transplantation 

In the study by Hauser et al. [17], the outcome was the time between the kidney 

transplantation and the first Acute Rejection Episode (ARE). The HR group was made up 

of 20 patients presenting an increase in urinary monokine induced by IFN-𝛾 (MIG) above 

436 pg/ml (positive MIG). The LR group comprised 49 patients presenting no increase in 

urinary MIG (negative MIG). The survival curves differed significantly between the two 

groups (p<0.0001). More precisely, ARE survival probability at 40 days post transplantation 

was 0.29 in the HR group and 0.99 in the LR group. The overall cumulative probability of 
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ARE beyond 40 days post-transplantation was 0.21. Applying equations 1 and 2, the 

sensitivity of a prognosis up to 40 days was 0.97 and the specificity was 0.89 (Table 1). 

For a shorter prognosis up to 10 days, the sensitivity appeared to be perfect but the 

specificity decreased to 0.76. Urinary MIG thus seemed to be a very sensitive and specific 

predictor of ARE after kidney transplantation. More precisely, a decision based on an 

increase in urinary MIG limited the detection of false negatives. At 40 days, less than 3% 

of patients were incorrectly classified as LR. Nevertheless, this was at the cost of a slightly 

lower specificity, i.e. around 11% of HR patients were incorrectly classified for a prognosis 

at 40 days. 
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Table 1. Description of the Results obtained from 2 Different Papers based on the Data Available in the Corresponding Papers 
and for the Purpose of this Report, Estimations Calculated using the Proposed Equations.  

Data extracted from the paper  The estimations of the novel indicators 

Prognostic time t NHR SHR NLR SLR p-value  𝑆𝑒(𝑡) 𝑆𝑝(𝑡) 𝑃𝑃𝑉(𝑡) 𝑁𝑃𝑉(𝑡) 𝐿𝑖𝑘𝑅+(𝑡) 𝐿𝑖𝑘𝑅−(𝑡) 𝑃𝑇+(𝑡) 𝑃𝑇−(𝑡) 

Hauser et al. (2005)* 

10 days 
20 

0.76 
49 

1.00 
<0.01 

 1.00 0.76 0.24 1.00 4.22 0.00 0.32 0.00 

40 days 0.29 0.99  0.97 0.89 0.71 0.99 9.05 0.04 2.45 0.01 

Mook et al. (2010)** 

5 years 
439 

0.80 
525 

0.95 
<0.01 

 0.77 0.59 0.20 0.95 1.86 0.39 0.25 0.05 

10 years 0.72 0.87  0.64 0.59 0.28 0.87 1.57 0.60 0.39 0.15 

 

*  Endpoint: Distant metastasis after surgery, Biomarker: Urinary monokine (MIG), HR group: MIG elevation above 436 pg/ml  

** Endpoint: Acute rejection after renal transplantation, Biomarker: 70-gene MammaPrint signature, HR group: Poor prognosis group 

using the 70-gene MammaPrint signature   
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For a prognosis up to 40 days, the PPV and NPV were estimated at 0.71 and 0.99, 

respectively. This illustrates the high accuracy of a negative test result in practice: patients 

without an increase in MIG had a less than 1% risk of acute rejection within the first 40 

days post transplantation. The prognostic accuracy of a positive test result was also 

reasonable: patients with an increase in MIG had a 71% risk of acute rejection during the 

first 40 days post transplantation. As previously demonstrated, the use of urinary MIG as a 

biomarker in other populations, i.e. with different cumulative event probabilities, may lead 

to an unexpected PPV and NPV. Based on equations 3 and 4, Figure 2 illustrates this 

variation. In France for example, the cumulative probability of an ARE at 40 days post 

renal transplantation is around 9% (data from the DIVAT network, www.divat.fr). The PPV 

and NPV would be 0.47 and 0.99, respectively. Thus even though the NPV is always 

expected to be almost perfect, the PPV decreases. As a result, 53% of patients who tested 

positive for MIG would not have an ARE. 

http://www.divat.fr/


16 
 

 

Figure 2. Positive and Negative Predictive Values regarding the Expected Cumulative 

Probability of Acute Rejection up to 40 days post transplantation in Kidney transplant 

Recipients. In the study by Hauser et al. (2005), the Probability of Acute Rejection before 

40 days was 21%; the Positive and Negative Predictive Values were 71% and 99%, 

respectively. 

 

At 40 days, the time-dependent positive and negative likelihood ratios were 9.05 and 

0.04. Time-dependent likelihood ratios were thus not too different from the expected 

values of 10 and 0.1, respectively. The urinary MIG biomarker may therefore be 
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considered as useful to identify patients at high and low risk of ARE. Moreover, the positive 

and negative post-test probability ratios at 40 days were 2.45 and 0.01, respectively. 

Patients who tested positive for MIG had a 2.45 fold greater risk of experiencing an ARE 

before the 40-day post-transplant time-point than after. In contrast, patients who tested 

negative for MIG had a 100 fold greater risk of experiencing an ARE after the 40-day time-

point than before. These results also illustrate the better capacity of the MIG-based test to 

identify patients free of ARE during the first 40 days, but it should be not considered for 

populations with a different cumulative incidence of ARE. 

 

 

Prognosis of a distant metastasis after breast cancer 

In the article by Mook et al. [18], a 70-gene MammaPrint signature was studied to 

predict distant metastasis after surgery in patients with breast cancer. The HR group was 

made up of 439 patients with a positive 70-gene MammaPrint signature. The LR group 

comprised 525 patients presenting a negative 70-gene MammaPrint signature. The 

survival probabilities were significantly different between the HR and LR groups (hazard 

ratio=2.70, p<0.001). The distant metastasis survival probability up to 5 years was 0.80 in 

the HR group and 0.95 in the LR group. The cumulative probability of distant metastasis 

was 12% at 5 years. The 70-gene MammaPrint signature thus seemed to be a relatively 

sensitive but not very specific predictor of distant metastasis after surgery. Indeed, the 

sensitivity at 0.77 may be reasonable to control the number of false negatives for a 

prognosis up to 5 years, but the cost is a low specificity of 0.59 (Table 1). The sensitivity 

was even lower for a longer prognosis up to 10 years. 

For a prognosis up to 5 years, the PPV and NPV were estimated at 0.20 and 0.95, 

respectively. Based on the 70-gene MammaPrint signature, patients considered in the LR 
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group had only a 5% risk of distant metastasis up to 5 years. In contrast, the accuracy of a 

positive test was small, with 80% of HR-classified patients without distant metastasis 

before 5 years. Mook et al. selected a population with a tumor size inferior to 2 cm for 

which the risk of a distant metastasis at 5 years was low. In France, the overall cumulative 

probability of distant metastasis at 5 years is lower (around 4.5%) in the same population 

(data from the BERENIS cohort, Nantes Institut de Cancérologie de l’Ouest). In this type of 

population, the PPV and NPV would be 8% and 98%, respectively (Figure 3). The NPV is 

thus very high, but the PPV is very low. As a result, 92% of patients with a positive 

MammaPrint signature would not have a distant metastasis. 
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Figure 3. Positive and Negative Predictive Values regarding the Expected Cumulative 

Probability of Distant Metastasis up to 5 years post-surgery in Women with Breast Cancer. 

In the study by Mook et al. (2010), the Probability of Distant Metastasis before 5 years was 

12%, the Positive and Negative Predictive Values were 20% and 95%, respectively. 

 

The positive and negative likelihood ratios, estimated at 1.86 and 0.39, respectively, 

were very different from the expected values. Moreover, the positive and negative post-test 

probability ratios at 5 years were 0.25 and 0.05, respectively. Patients with a positive 70-
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gene Mammaprint signature had a 0.25 fold greater risk of declaring a distant metastasis 

before 5 years post-treatment than after. Patients with a negative 70-gene Mammaprint 

signature had a 20 fold greater risk of declaring a metastasis after 5 years than before. In 

this population, the 70-gene MammaPrint signature may help to accurately identify 

patients without distant metastasis at 5 years post-surgery, but it would fail to identify 

patients with a future distant metastasis.  

 

DISCUSSION 

Many papers evaluating the prognostic capacity of markers use the same 

methodology: Kaplan-Meier survival curves, Log-Rank tests and/or the Cox model, while 

these methods are not adequate and should not be used in routine practice because they 

can lead to misinterpretation of results. Here, we have proposed simple equations to 

calculate time-dependent sensitivity, specificity, predictive values, likelihood ratios and 

post-test probability ratios from already published survival curves to confirm the prognostic 

capacity of a marker. We illustrate this methodology using two different examples. This 

work may put published results and recommendations into perspective by providing useful 

additional information. Nevertheless, it is always preferable for authors to systematically 

use the suitable methodology in the first place, to prove the prognostic capacity of a 

marker, in which case our approach would not be necessary. Time-dependent ROC curve 

[9, 19] can be directly estimated from individual data to estimate the prognostic capacity of 

a continuous marker. From the original definition of ‘C statistic’ proposed by Harrell et al. 

[20], different concordance indices have been developed and presented as measures of 

discrimination between patients with longer event-free survival and those with shorter 

event-free survival [21-24]. The net reclassification improvement has been recently 

developed and may be used to assess the performance of new prognostic markers [25]. 
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Our approach is useful only a posteriori when the authors do not use appropriate 

methodologies. 

Time-dependent sensitivity or specificity can strengthen the conclusions of papers 

reporting on the prognostic capacity of a marker. Markers that are significantly associated 

with the risk of the event may not necessarily be able to discriminate LR and HR subjects: 

the sensitivity may be acceptable at the cost of a low specificity, or vice versa. Time-

dependent likelihood ratios provide complementary information. One advantage of 

sensitivity, specificity and likelihood ratios is their independence from the probability of the 

event. These indicators are therefore robust when applied to datasets from different 

countries and can even be used if the sample is not representative of the target 

population. 

Moreover, time-dependent predictive values are relevant to clinical interpretations 

as they provide a direct probability of the event occurring or not before the prognostic time-

point in a specific group. Time-dependent post-test probability ratios complete the 

prognostic marker evaluation by quantifying how many times higher the risk that the event 

occurs before the prognostic time-point is than that of the event occurring after the 

prognostic time-point. In contrast to the intrinsic indicators of the marker’s prognostic 

capacity, predictive values and post-test probability ratios are dependent on the disease in 

probability, as illustrated in the results section. Major therapeutic decisions can be wrongly 

made if the cumulative probability of the event differs to that on which the marker was 

developed. We illustrated this approach using two applications. 

Hauser et al. studied the urine biomarker MIG and the prediction of ARE early after 

kidney transplantation [17]. A negative MIG test indicated, with a high degree of 

confidence, that a patient would not suffer an ARE regardless of the cumulative probability 

of an ARE. Moreover, the negative post-test probability was very high: patients with a 

negative MIG test had a 100 times higher risk of suffering an ARE after the 40-day time-
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point than before. In contrast, even though the risk of declaring an ARE before the 40-day 

time-point was higher than that after the 40-day time-point for patients with a positive MIG 

test, the positive predictive value was indicative of an unacceptably high false positive rate. 

If this test were to be used in a population with a more representative cumulative 

probability of ARE of around 9%, only 50% of MIG-positive patients would present an ARE 

within the 40-day period. If the strategy is to increase the immunosuppressive therapy for 

MIG-positive patients, this could lead to excessive treatment in a high percentage of 

patients. In a population with a 30% risk of ARE within the first 40 days, the expected PPV 

would be nearly 80% (Figure 2). Even with this relatively small error rate (20%), this 

biomarker would not be sufficiently accurate to blindly treat patients without any 

histological proof of the ARE. Thus, whereas this marker could be of interest to monitor 

patients routinely after kidney transplantation, to avoid unnecessary kidney biopsies in 

patients with a negative MIG test, the marker would be of limited use to increase 

immunosuppression in at-risk patients. 

In the second paper, Mook et al. studied a population of women with a low risk of 

distant metastasis, i.e. a breast cancer tumor inferior to 2 cm in size and mostly treated by 

adjuvant therapy [18]. The 70-gene Mammaprint signature seemed to allow an acute 

selection of LR patients with a negative predictive value of 95% for a prognosis up to 5 

years. Patient negative for the 70-gene Mammaprint signature had a 20 times greater risk 

of declaring a metastasis after 5 years than before. In contrast, if a supplementary 

chemotherapy is proposed for a positive signature, the PPV at 5 years indicates that 80% 

of HR patients may be over-treated. The positive post-test probability was 0.25, implying 

that 70-gene Mammaprint signature-positive patients had a 4 times greater risk of 

declaring a metastasis after 5 years than before. In normal circumstances, a marker with 

this type of positive post-test probability would not be considered for prognosis. 

Nevertheless, in the context of breast cancer, the overtreatment problem remains 
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questionable as the main risk concerns metastatic relapses which invariably lead to death. 

Actually, a women’s choice for chemotherapy is based on the hypothesis of a survival gain 

of several months, with a known risk of overtreatment, even those for whom medical 

oncologist would not propose chemotherapy [26, 27]. Women generally prefer to receive 

unnecessary chemotherapy than not to be considered as HR whereas they should be. In 

view of the event in this context being terminal in nature, the optimal strategy tends to 

favor a high NPV, i.e. a small rate of women considered as LR whereas they should not be 

considered as such. Figure 3 shows that up to a cumulative probability of distant 

metastases of 22%, less than 10% of women are wrongly consider as LR. This indicates 

that the Mammaprint signature may not be used in populations with a higher risk of distant 

metastasis, as the number of women incorrectly considered as LR may be considered too 

high (greater than 10%).  

The confidence intervals of the different time-dependent indicators would have been 

important to complete the description of the marker’s prognostic capacity. However, only 

the variability of time-dependent predictive values may be easily assessed from the 

published confidence intervals of survival probabilities. The computation of the confidence 

intervals of the other indicators requires information about the marker and survival 

variability, which are not available from published survival curves. 

As with many observational cohorts, survival curves may be misleading due to 

confounding factors of the prognostic marker. To fill in this major drawback, several 

authors recommend the drawing of adjusted survival curves, obtained for instance by an 

inverse probability weight (IPW) approach [28-30]. Even if this type of graphic 

representation should be used, most of survival curves presented in clinical papers are 

estimated from the Kaplan-Meier unadjusted estimator. An interesting feature of our 

approach is that it is still available for papers presenting adjusted survival curves by using 
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the survival estimations in in 𝑆𝐻𝑅(𝑡) and 𝑆𝐿𝑅(𝑡). Respecting the conclusions by Cole and 

Hernán [28], the corresponding adjusted time-dependent sensitivity will represent the 

sensitivity as if the patients with a positive test (classified in the HR group) have the same 

characteristics as the all sample. In parallel, the adjusted time-dependent specificity will 

represent the specificity as if the patients with a negative test (classified in the LR group) 

have the same characteristics as the all sample. This ensures no confounding factor 

between both groups. In extension, the other proposed indicators as time-dependent 

predictive values and post-test probability ratios can also be interpreted independently of 

confounding factors. We thus encourage the use of our methodology for such a type 

adjusted survival curve. Nevertheless, we did not find a paper based on IPW approach 

and devoted to the study of the capacity of a prognostic marker. In practice, for taking into 

account confounding factors, the authors always used Cox multivariate regression and the 

linear predictor as a prognostic composite score [31, 32]. Again, our proposed 

methodology can also be used based on survival curves stratified on such scoring system. 

In conclusion, the methods we propose here can help to further interpret published 

results from papers reporting on raw or adjusted patient survival. Time-dependent 

sensitivity, specificity and likelihood ratios evaluate a marker’s intrinsic prognostic capacity, 

while time-dependent predictive values and post-test probability ratios need to be 

interpreted according to the targeted population. Of course, any conclusion has to be 

additionally considered against the pathology being studied and the medical purpose of 

the prognostic marker. 
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Appendix 

The failure status at any time t is noted as the following counting process 𝐷(𝑡) = 1 if 

the failure is before time t and 𝐷(𝑡) = 0 if the failure is not before time t. 𝑁𝐻𝑅 

represents the number of High Risk patients and 𝑁𝐿𝑅 represents the number of Low 

Risk patients. 𝑆𝐻𝑅(𝑡) and 𝑆𝐿𝑅(𝑡) represent the survival probabilities at time t of these 

high and low risk patients respectively. The sensitivity and specificity can be 

calculated as follows: 

𝑆𝑒(𝑡) = 𝑃(𝐻𝑅|𝐷(𝑡) = 1) =
𝑃(𝐻𝑅, 𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 1)
=

𝑃(𝐷(𝑡) = 1|𝐻𝑅) × 𝑃(𝐻𝑅)

𝑃(𝐷(𝑡) = 1, 𝐻𝑅) + 𝑃(𝐷(𝑡) = 1, 𝐿𝑅)

=
𝑃(𝐷(𝑡) = 1|𝐻𝑅) × 𝑃(𝐻𝑅)

𝑃(𝐷(𝑡) = 1|𝐻𝑅) × 𝑃(𝐻𝑅) + 𝑃(𝐷(𝑡) = 1|𝐿𝑅) × 𝑃(𝐿𝑅)

=
(1 − 𝑃(𝐷(𝑡) = 0|𝐻𝑅)) × 𝑃(𝐻𝑅)

(1 − 𝑃(𝐷(𝑡) = 0|𝐻𝑅)) × 𝑃(𝐻𝑅) + (1 − 𝑃(𝐷(𝑡) = 0|𝐿𝑅)) × 𝑃(𝐿𝑅)

=
(1 − 𝑆(𝑡|𝐻𝑅)) × 𝑃(𝐻𝑅)

(1 − 𝑆(𝑡|𝐻𝑅)) × 𝑃(𝐻𝑅) + (1 − 𝑆(𝑡|𝐿𝑅)) × 𝑃(𝐿𝑅)

=
(1 − 𝑆𝐻𝑅) × 𝑁𝐻𝑅

(1 − 𝑆𝐻𝑅) × 𝑁𝐻𝑅 + (1 − 𝑆𝐿𝑅) × 𝑁𝐿𝑅
 

 

𝑆𝑝(𝑡) = 𝑃(𝐿𝑅|𝐷(𝑡) = 0) =
𝑃(𝐿𝑅, 𝐷(𝑡) = 0)

𝑃(𝐷(𝑡) = 0)
=

𝑃(𝐷(𝑡) = 0|𝐿𝑅) × 𝑃(𝐿𝑅)

𝑃(𝐷(𝑡) = 0, 𝐻𝑅) + 𝑃(𝐷(𝑡) = 0, 𝐿𝑅)

=
𝑃(𝐷(𝑡) = 0|𝐿𝑅) × 𝑃(𝐿𝑅)

𝑃(𝐷(𝑡) = 0|𝐻𝑅) × 𝑃(𝐻𝑅) + 𝑃(𝐷(𝑡) = 0|𝐿𝑅) × 𝑃(𝐿𝑅)

=
𝑆(𝑡|𝐿𝑅) × 𝑃(𝐿𝑅)

𝑆(𝑡|𝐻𝑅) × 𝑃(𝐻𝑅) + 𝑆(𝑡|𝐿𝑅) × 𝑃(𝐿𝑅)

=
𝑆𝐿𝑅(𝑡) × 𝑁𝐿𝑅

𝑆𝐻𝑅(𝑡) × 𝑁𝐻𝑅 + 𝑆𝐿𝑅(𝑡) × 𝑁𝐿𝑅
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Using the Bayes theorem, the positive and negative predictive values can be 

calculated as follows: 

𝑃𝑃𝑉(𝑡) = 𝑃(𝐷(𝑡) = 1|𝐻𝑅) =
𝑃(𝐷(𝑡) = 1, 𝐻𝑅)

𝑃(𝐻𝑅)
=

𝑃(𝐻𝑅|𝐷(𝑡) = 1) × 𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 1, 𝐻𝑅) + 𝑃(𝐷(𝑡) = 0, 𝐻𝑅)

=
𝑃(𝐻𝑅|𝐷(𝑡) = 1) × 𝑃(𝐷(𝑡) = 1)

𝑃(𝐻𝑅|𝐷(𝑡) = 1) × 𝑃(𝐷(𝑡) = 1) + 𝑃(𝐻𝑅|𝐷(𝑡) = 0) × 𝑃(𝐷(𝑡) = 0)

=
𝑆𝑒(𝑡) × 𝑃(𝐷(𝑡) = 1)

𝑆𝑒(𝑡) × 𝑃(𝐷(𝑡) = 1) + (1 − 𝑃(𝐿𝑅|𝐷(𝑡) = 0)) × (1 − 𝑃(𝐷(𝑡) = 1))

=
𝑆𝑒(𝑡) × 𝑃(𝐷(𝑡) = 1)

𝑆𝑒(𝑡) × 𝑃(𝐷(𝑡) = 1) + (1 − 𝑆𝑝(𝑡)) × (1 − 𝑃(𝐷(𝑡) = 1))
 

 

𝑁𝑃𝑉(𝑡) = 𝑃(𝐷(𝑡) = 0|𝐿𝑅) =
𝑃(𝐷(𝑡) = 0, 𝐿𝑅)

𝑃(𝐿𝑅)
=

𝑃(𝐿𝑅|𝐷(𝑡) = 0) × 𝑃(𝐷(𝑡) = 0)

𝑃(𝐷(𝑡) = 0, 𝐿𝑅) + 𝑃(𝐷(𝑡) = 1, 𝐿𝑅)

=
𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡) = 1))

𝑃(𝐿𝑅|𝐷(𝑡) = 0) × 𝑃(𝐷(𝑡) = 0) + 𝑃(𝐿𝑅|𝐷(𝑡) = 1) × 𝑃(𝐷(𝑡) = 1)

=
𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡) = 1))

𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡) = 1)) + (1 − 𝑃(𝐻𝑅|𝐷(𝑡) = 1)) × 𝑃(𝐷(𝑡) = 1)

=
𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡) = 1))

𝑆𝑝(𝑡) × (1 − 𝑃(𝐷(𝑡) = 1)) + (1 − 𝑆𝑒(𝑡)) × 𝑃(𝐷(𝑡) = 1)
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If disease probability is not given, it can also be recalculated from the survival curves 

as follows: 

𝑃(𝐷(𝑡) =  1)  = 𝑃(𝐷(𝑡) = 1|𝐻𝑅) × 𝑃(𝐻𝑅) + 𝑃(𝐷(𝑡) = 1|𝐿𝑅) × 𝑃(𝐿𝑅)

= (1 − 𝑃(𝐷(𝑡) = 0|𝐻𝑅)) × 𝑃(𝐻𝑅) + (1 − 𝑃(𝐷(𝑡) = 0|𝐿𝑅)) × 𝑃(𝐿𝑅)

=  
(1 − 𝑆(𝑡|𝐻𝑅)) ×  𝑁𝐻𝑅 +  (1 − 𝑆(𝑡|𝐿𝑅)) ×  𝑁𝐿𝑅

𝑁𝐻𝑅 +  𝑁𝐿𝑅

=  
𝑁𝐻𝑅 − 𝑆(𝑡|𝐻𝑅) ×  𝑁𝐻𝑅 +  𝑁𝐿𝑅 − 𝑆(𝑡|𝐿𝑅) ×  𝑁𝐿𝑅

𝑁𝐻𝑅 +  𝑁𝐿𝑅

= 1 −
𝑆𝐻𝑅(𝑡) ×  𝑁𝐻𝑅 + 𝑆𝐿𝑅(𝑡)  ×  𝑁𝐿𝑅

𝑁𝐻𝑅 +  𝑁𝐿𝑅
 

 

Time-dependent likelihood ratios allow the following relationship between pre-test 

probabilities and post-test probability ratios, noted 𝑃𝑇+(𝑡) and 𝑃𝑇−(𝑡): 

𝑃𝑇+(𝑡) =
𝑃(𝐷(𝑡) = 1|𝐻𝑅)

𝑃(𝐷(𝑡) = 0|𝐻𝑅)

=
𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 0)
×

𝑃(𝐷(𝑡) = 1|𝐻𝑅)𝑃(𝐻𝑅)

𝑃(𝐷(𝑡) = 1)
×

𝑃(𝐷(𝑡) = 0)

𝑃(𝐷(𝑡) = 0|𝐻𝑅)𝑃(𝐻𝑅)

=
𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 0)
×

𝑃(𝐻𝑅|𝐷(𝑡) = 1)

𝑃(𝐻𝑅|𝐷(𝑡) = 0)
=

𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 0)
𝐿𝑖𝑘𝑅+(𝑡) 

 

𝑃𝑇−(𝑡) =
𝑃(𝐷(𝑡) = 1|𝐿𝑅)

𝑃(𝐷(𝑡) = 0|𝐿𝑅)

=
𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 0)
×

𝑃(𝐷(𝑡) = 1|𝐿𝑅)𝑃(𝐿𝑅)

𝑃(𝐷(𝑡) = 1)
×

𝑃(𝐷(𝑡) = 0)

𝑃(𝐷(𝑡) = 0|𝐿𝑅)𝑃(𝐿𝑅)

=
𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 0)
×

𝑃(𝐿𝑅|𝐷(𝑡) = 1)

𝑃(𝐿𝑅|𝐷(𝑡) = 0)
=

𝑃(𝐷(𝑡) = 1)

𝑃(𝐷(𝑡) = 0)
𝐿𝑖𝑘𝑅−(𝑡) 

 

 


