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ABSTRACT
This paper presents an automatic algorithm for the detec-
tion of multiple sclerosis lesions (MSL) from multi-sequence
magnetic resonance imaging (MRI). We build a probabilistic
classifier that can recognize MSL as a novel class, trained
only on Normal Appearing Brain Tissues (NABT). Patch
based intensity information of MRI images is used to train a
classifier at the voxel level. The classifier is in turn used to
compute a probability characterizing the likelihood of each
voxel to be a lesion. This probability is then used to identify
a lesion voxel based on simple Otsu thresholding. The pro-
posed framework is evaluated on 16 patients and our analysis
reveals that our approach is well suited for MSL detection
and outperforms other benchmark approaches.

1. INTRODUCTION

Multiple Sclerosis (MS) is an acquired inflammatory, de-
myelinating disease of the central nervous system. MS is
a major cause of disability in young adults prevalent in the
northern hemisphere. Automatic detection and segmentation
of MS lesions (MSL) from brain magnetic resonance images
(MRI) can help to assess the progression of the disease and
to evaluate the effectiveness of drug therapy. Automatic MSL
detection and recognition is a topic of great importance and
still challenging. Although manual lesion detection by ex-
perts is the Gold Standard, the objective evaluation of lesion
becomes difficult for the radiologist when the number and
the resolution of MRI sequences get larger. Consequently,
several studies investigated the automatic/semi-automatic
segmentation of MSL using multi-channel MR images [1].
One breed of MSL segmentation includes Gaussian Mix-
ture Modeling (GMM) on multispectral MRI, where each
multivariate Gaussian probability density function represents
a tissue, e.g. cerebrospinal fluid (CSF), gray matter (GM)
and white matter (WM). The GMM enables characterization
of the image intensities with a reduced number of parame-
ters, which are estimated by a maximum likelihood estimator
(MLE). For example, some authors assessed lesions as out-
liers [2, 3]. Spatial decision forests for MSL segmentation
were also investigated [4]. A probabilistic framework for
segmentation of gadolinium-enhancing lesions was devel-
oped using conditional random fields [5]. The performance

of automatic segmentation is constrained by partial volume
effects and noise artifacts. Manifold based learning meth-
ods were used to characterize pathological deviations from
Normal Appearing Brain Tissues (NABT) [6, 7]. However,
manifolds have huge computational complexity and do not
scale to large data easily.
We propose to use simple intensity features extracted from
multi-parametric MRI for lesion detection. The contributions
of our work are two-fold:(1) to build an automatic, probabilis-
tic framework to discriminate NABTs and MSLs based upon
simple image representation i.e. bag of words features. (2)
A probability map is generated from the classifier and used
to guide detection based on Otsu thresholding. Note that our
framework is closely related to binary classification between
two classes (NABT and MSL) of observations. There exists
subtle differences, though: binary classification is a symmet-
ric setting for discrimination between two sets whereas we
are interested in addressing the asymmetric problem of find-
ing novel instances in one set relative to another. We focus on
the form of the problem in which training samples (NABT)
without anomalies (MSL) are provided, and we calculate le-
sion score (anomaly scores) for test data.
The paper is organized as follows. In section 2, the frame-
work for MSL detection is presented. Section 3 gives the
details of classifier, development of probability score and
detection based on probability score. Results and conclusion
of the proposed methods are presented in sections 5 and 6.

2. METHODOLOGY

2.1. Framework

We introduce a novel framework to identify MS lesions, as il-
lustrated in Figure 1. It is based on two main stages. The first
stage consists of two parts: (1) extraction of feature vector
from multi-channel MRI and its dimensionality reduction us-
ing PCA; (2) training a classifier as described in current and
next sections. The second stage consists of testing patches
from the patient image by applying the learned model. The
feature designing from the patient patches is the same as men-
tioned above. Testing is performed by doing full search over
an image by placing a patch at every voxel.
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Fig. 1: Workflow for the proposed MSL detection

2.2. Probabilistic Classification

We consider training data formed at each voxel by stacking
local intensities from multiple modalities inside a surround-
ing patch of N voxels. To reduce the dimensionality of each
vector, PCA is performed on these vectors, leading to a train-
ing set D =

{
(xi, yi)|xi ∈ <d, yi ∈ (−1, 1)

}N
i=1

where yi is
either−1 or +1, indicating the class to which the point xi be-
longs. Each xi is a d-dimensional real vector. The objective
of probabilistic classification is to learn the class-posterior
probability p(y|x) of the training samples D. Based on the
class-posterior probability, classification of a new sample x
can be carried out ŷ := argmaxy∈{−1,+1} p(y|x) with confi-
dence p(ŷ|x).
One approach to tackle this problem is Least Squares Proba-
bilistic Classification (LPSC) [8]. It employs the linear com-
bination of kernel functions and its parameters are learned
by regularized least-squares fitting of the true class-posterior
probability. For y ∈ {−1,+1}, p(y|x) can be estimated as
follows

p̂(y|x) = q(y|x, θ̂)∑
j∈{−1,+1} q(y|x, θ̂j)

(1)

Where p̂(y|x) is modeled with q(y|x; θy) =
∑B

b=1 θy,bφb(x) =

θT
y φ(x) and B denotes the number of parameters, θy =

(θy,1, ..., θy,B)
T ∈ <B is the basis function vector. In

practice, we use a kernel model by setting B = N and
φb(x) = K (x, xb), where K (x, x′) are the kernel functions.
Further θy can be estimated analytically as

θ̂y =
(
ΦTΦ + ρIB

)−1
ΦTπy (2)

where IB denotes B dimensional identity matrix. In Equa-
tion 2, the effect of increasing the size of parameter ρ is
both to regularize and to decrease the sensitivity to outliers.
In order to estimate lesion probability of a test patch, we
do not need to do any extra parameter estimation. Φ =
(φ(x1), ..., φ(xN ))

T ∈ <N×B is the design matrix πy is N
dimensional class indicator variable defined as πy,n = 1 if
yn = y and zero otherwise. Finally, a posterior is obtained by
normalizing over all classes as shown in Equation 1. LPSC is
a consistent estimator and is very fast to compute in practice,
finding a global optimum for θ in a single step.

3. LESION DETECTION MODEL

The framework explained in Section 2 was extended to one
class learning in [9]. The basic premise holds an assump-
tion that MSL occupy low-density regions of the data space
and that a kernel model can be used to characterize the high-
density regions of NABT. We consider the case where MSL
are not present in training data but present in the test data.
Let y = {−1,+1} be the NABT and MSL class respec-
tively. The task of MSL detection is to assign a value to
the estimate p̂(y = +1|x) for test data x given training data.
The conditional probability of MSL p(y = +1|x,θ) with
q(y = +1|x, θ+1) = 1− θT

−1φ(x) is computed as

q(y = +1|x,θ+1) = 1− q(y = −1|x,θ−1) (3)

This can be estimated as discussed in Section 2. The param-
eters learned to model the NABT can therefore be used for
MSL detection.

3.1. Aggregate Probability Score

Since the probability map generated by the classification out-
put scores of LPSC is noisy, we adopted the technique from
[10] to rectify the probability score obtained from the classi-
fier by smoothing it using a 3D Gaussian. For each voxel, its
probability score is propagated to the neighborhood by using
isotropic Gaussian kernel. It produces a weighted average of
each voxel’s neighborhood, with the average weighted more
towards the value of the central voxels. The Gaussian kernel
for a voxel has a zero mean and standard deviation defined by
the probability score of that particular voxel.

3.2. Thresholding Guided Detection

Automatic thresholding is used in final lesion detection. The
basic idea is to automatically select an optimal probability
threshold value for separating MSLs from the NABT based on
their probability distribution. A common thresholding tech-
nique, the Otsu method [11], provides satisfactory results for
thresholding an image with a histogram of bimodal distribu-
tion. This method, however, fails if the histogram is unimodal
or close to unimodal. We used revised Otsu method [12] for
selecting optimal threshold values for both unimodal and bi-
modal distributions. Figure 2 shows the pictorial representa-
tion of the proposed framework.

4. EXPERIMENTS

Whole-brain MR images were acquired on 16 MS patients
and 20 controls. T1-w MPRAGE, T2-w and FLAIR modal-
ities were chosen for the experiment. Expert annotations of
lesions were carried out by an expert radiologist on all MS
patients. The volume size for T1-w MPRAGE and FLAIR
is 256 × 256 × 160 and voxel size is 1 × 1 × 1 mm3. For



Table 1: Performance analysis for lesion detection.

ϕ = 0.2 ϕ = 0.3 ϕ = 0.4 ϕ = 0.6
Method Precision Recall Precision Recall Precision Recall Precision Recall

OSVM 0.63±0.01 0.65±0.02 0.59±0.04 0.61±0.02 0.56±0.03 0.60±0.03 0.46±0.03 0.52±0.03
Proposed 0.79±0.02 0.94±0.02 0.74±0.03 0.86±0.02 0.7±0.02 0.83±0.01 0.63±0.03 0.72±0.02

MCD 0.55±0.02 0.65±0.03 0.51±0.06 0.53±0.04 0.40±0.03 0.52±0.05 0.35±0.03 0.43±0.05

Fig. 2: From top to bottom and left to right: Slice of FLAIR, aggre-
gated probability map, ground truth and obtained lesion mask after
Otsu thresholding.

T2-w, the volume size is 256 × 256 × 44 and voxel size is
1 × 1 × 3 mm3. All images were acquired on a 3T Siemens
Verio (VB17) scanner with a 32-channel head coil. MR im-
ages from each patient are de-noised [13], bias field corrected
[14] and registered with respect to T1-MPRAGE volume. All
images are processed to extract the intra-cranial region. We
built a geometrically unbiased atlas for each sequence from
the controls [15, 16]. The atlas is considered as the reference
image to which all controls and patients images were aligned
using intensity normalization [17].

4.1. Experimental Setup

NABT patches were collected from 20 healthy volunteers.
The trained classifiers were tested on MS subjects. The
features are intensity values extracted from 33 patches. The
concatenated feature vector was formed using voxel values by
extracting patches from FLAIR, T2-w and T1-w MPRAGE.
The dimensionality reduction of feature vector was done
using PCA. The number of components were decided by
keeping 90% of the total variance.
In this experiment, we searched regularization parameter
ρ and Gaussian kernel width σ over a range of 10[−3:1:2]

and {m/10,m/5,m/2,m, 3m/2} respectively, where m :=

median
(
{‖xi − xj‖}Ni,j=1

)
. We chose the best ρ accord-

ing to the validation set. We compared results with other
benchmark methods:One Class SVM (OSVM) [18] and the
Minimum Covariance Determinant estimator (MCD) [19].
OSVM is an unsupervised algorithm that learns a decision
function for novelty detection: classifying new data as sim-
ilar or different to the training set. The MCD estimator
is a robust, high-breakdown point estimator of covariance.
Assuming that the NABT are Gaussian distributed, it will
estimate the inlier location and covariance in a robust way.
The Mahalanobis distances obtained from this estimate are
used to derive a measure of MSL. For OSVM, the Gaussian
width is set to the median distance between samples, which
has been shown to be a useful heuristic [18]. We report the
results for ν = 0.2 for OSVM. For MCD, the amount of
contamination of the data set is assumed to be 0.30.

5. RESULTS AND DISCUSSION

We report the quantitative improvement for identification of
lesions: Table 1 presents the precision (Positive Predicted
Value) and recall (Sensitivity) of lesion detection averaged
across the 16 patients for various overlap thresholds. The le-
sion is said to be detected if Rc∩RGT

RGT
≥ ϕ where Rc, RGT

and ϕ are respectively the candidate region in the image, the
ground truth and a threshold. Table 1 reports values of pre-
cision and recall for various thresholds. As from the figures,
our approach outperforms other methods. We have a very
high recall of 0.94 at ϕ = 0.2 and even 0.72 at ϕ = 0.6.

Both benchmark methods have a lower performance. A
potential reason for OSVM to perform slightly worse is be-
cause it is not easily scalable. Besides, the NABT class has
big intra class variance. MCD also results in lower perfor-
mance as it may fail to capture the multi-modal distribution of
data. Our framework alleviates these problems by including a
large training dataset estimating correct data distribution.
Figure 3 shows the lesion detection results for T2-w. The row
represents the image and each column depicts the anatomical
slice of patient MRI, corresponding ground truth, lesion de-
tection results with OSVM, MCD and proposed framework.
The white labels show the true lesions detected while red ones
indicate the brain tissues which are detected as lesion but ac-
tually are not part of the lesions. This figure demonstrates
visually the ability of our approach to detect lesions. As seen
from the last two columns, there is considerable improvement



Fig. 3: Lesion detection example.

of lesion detection, thanks to the proposed framework.

6. CONCLUSION

We have introduced a novel method for MSL detection based
on Least Squares Probabilistic Classifier. The efficacy of our
method was evaluated though rigorous evaluation on MS pa-
tients data. We have demonstrated that our method achieves
better performance compared to benchmark methods: OSVM
and MCD. Our methodology is more suitable for MS lesion
analysis because of its ability to capture NABT distribution
correctly. This performance suggests that it can provide valu-
able assistance in detecting the MS lesions in clinical rou-
tine with high reliability. The proposed framework is generic
in nature and can be extended beyond MSL detection e.g.
strokes, tumor. The framework described here allows for ex-
ploration of additional MR sequences with or without con-
trast agents. For example, one can consider infusing T1-w
Gadolinium and DTI.
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