
HAL Id: inserm-01007561
https://inserm.hal.science/inserm-01007561

Submitted on 16 Jun 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Radiation dose reduction with dictionary learning based
processing for head CT.

Yang Chen, Luyao Shi, Jiang Yang, Yining Hu, Limin Luo, Xindao Yin,
Jean-Louis Coatrieux

To cite this version:
Yang Chen, Luyao Shi, Jiang Yang, Yining Hu, Limin Luo, et al.. Radiation dose reduction with
dictionary learning based processing for head CT.. Australasian Physical and Engineering Sciences in
Medicine, 2014, 37 ((3)), pp.483-93. �10.1007/s13246-014-0276-7�. �inserm-01007561�

https://inserm.hal.science/inserm-01007561
https://hal.archives-ouvertes.fr


> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

1 

Yang Chen1,2,3, Luyao Shi1,2,3, Jiang Yang4, Yining Hu1,2,3, Limin Luo1,2,3 , Xindao Yin5, Jean-Louis 
Coatrieux3,6,7, 
 
 
1. Laboratory of Image Science and Technology, Southeast University, 210096, Nanjing, People’s Republic of China 
2. The Key Laboratory of Computer Network and Information Integration (Southeast University), Ministry of Education.  
3. Centre de Recherche en Information Biomedicale Sino-Francais (LIA CRIBs), Rennes, France 
4. Key Laboratory of Photoelectronic Imaging Technology and System, Ministry of Education  
5. Department of Radiology, Nanjing Hospital Affiliated to Nanjing Medical University, 210096, People’s  
     Republic of China. 
6. INSERM, U1099, Rennes, F-35000, France; 
7. Université de Rennes 1, LTSI, Rennes, F-35000, France. 
  

 
BACKGROUND AND PURPOSE: In CT, ionizing radiation exposure from the scan has attracted much concern from 
patients and doctors. This work is aimed at improving head CT images from low-dose scans by using a fast DL based 
post-processing. 
MATERIALS AND METHODS: Both LDCT and SDCT nonenhanced head images were acquired in head examination 
from a multi-detector row Siemens Somatom Sensation 16 CT scanner. 100 patients were involved in the experiments. 
Two groups of LDCT images were acquired with 50% (LDCT50%) and 25% (LDCT25%) tube current setting in SDCT. 
To give quantitative evaluation, SNR and CNR were computed from the HU measurements of GM, WM and CSF tissues. 
A blinded qualitative analysis was also performed to assess the processed LDCT datasets.  
RESULTS: 50% and 75% dose reductions are obtained for the two LDCT groups (LDCT50%, 1.15±0.1mSv; LDCT25%, 
0.58±0.1mSv; SDCT, 2.32±0.1mSv; P <0.001). Significant SNR increase over the original LDCT images is observed in 
the processed LDCT images for all the GM, WM and CSF tissues. Significant GM-WM CNR enhancement is noted in the 
DL processed LDCT images. Higher SNR and CNR than the reference SDCT images can even be achieved in the 
processed LDCT50% and LDCT25% images. Blinded qualitative review validates the perceptual improvements brought 
by the proposed approach. 
CONCLUSIONS: Compared to the original LDCT images, the application of DL processing in head CT is associated 
with a significant improvement of image quality. 

 
ABBREVIATIONS:  
LDCT = low-dose CT; SDCT = standard-dose CT; DL = dictionary learning; K-SVD = k-means singular value 
decomposition; SD = standard deviation; SNR = signal to noise ratio; CNR = contrast to noise ratio; CTDIvol = volume CT 
dose index; DLP = dose length product; ED = effective dose; FBP = filtered back-projection; mA = milliampere; mAs = 
milliampere second; HU = Hounsfield unit; ASIR = adaptive statistical iterative reconstruction; PICCS =  prior image 
constrained compressed sensing; ROI = region of interest. 

 
 

1.Introduction 
The radiation doses delivered to patients during X-ray CT examinations are relatively high when compared to other 
radiological examinations [1-3]. Over recent years, due to the ever-increasing CT utilization in clinical diagnosis, there has 
been increasing concern about the long term effects of exposure to ionizing radiation. The dose in CT is cumulative over a 
lifetime, and successive CT scanning can significantly increase the lifetime radiation risk of fatal cancers [4].  

LDCT is therefore of major importance in order to alleviate the harm caused by cumulated radiation exposure for the 
patients. Low-dose CT protocols should attempt to balance image quality with radiation dose savings.  Among all the 
methods proposed so far to obtain LDCT images, the most practical and widely used method is lowering the X-ray tube 
current by modulating the setting of mA or mAs. However, an arbitrary reduction in ionizing radiation may result in 

Radiation Dose Reduction With Dictionary 
Learning Based Processing for Head CT 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

2 

significant deterioration of image quality and may render CT studies clinically unacceptable [5-6].  
In the past ten years, some iterative reconstruction (IR) algorithms were introduced to CT to reduce image noise and 

artifacts, therefore allowing significant dose reduction [7-18]. IR approaches solve the problem via maximizing a 
prior-regularized cost function using iterative optimizations [7-12]. Clinical potential of IR algorithms has been well 
demonstrated by the prior image constrained compressed sensing (PICCS) algorithm [12], the adaptive statistical iterative 
reconstruction (ASIR) algorithm [13-16] and the iDose algorithm [17]. For head CT, around 20%-45% dose reduction 
without compromising diagnostic accuracy was reported for IR algorithms in several studies [14-17], which is rather 
modest when compared to abdominal and thoracic applications (50%-75%) [18-19]. 

However, the most well-known drawback for IR is the intensive computation cost often required for reconstruction, 
which is about 10-50 times larger than that of the widely-used analytic FBP algorithm. Also, due to the difficult access to 
well-formatted projection data of most CT vendors, research on reconstruction approaches is often highly limited in 
practice. Additionally, the CT scanners equipped in most current hospitals are based on FBP algorithms and upgrading to 
the latest CT scanners with IR algorithms is often not affordable for most small or medium-sized hospitals. 

Compared to IR type solutions to LDCT imaging, post-processing methods require much less computation cost and 
always have easy implementation to most current CT systems. The objective of post-processing based LDCT application is 
to obtain images with visual appearances close to the corresponding SDCT images without blurring important structures 
and introducing new artifacts. However, due to the fact that the back-projection process in the FBP algorithm distributes 
the noise and artifacts non-uniformly over the whole image, CT noise and artifacts with mottled or streak effects are often 
difficult to be removed from already reconstructed images. 

 In recent years, there has been growing interest in the study of sparse and redundant representations over dictionary 
learning [20-27]. Some successful applications in medical imaging have been explored [28-35]. They concerned 
undersampled MRI image reconstruction [28], resolution enhancement [29], interior tomography [30], DL constrained iterative 
LDCT reconstruction [31], 3-D medical image denoising [32], few-views tomography [33], spectral CT [34] and abdomen 
LDCT image processing [35]. The patch-wise based processing in DL approach inherently enables an effective 
representation of patch-shaped features such as parenchyma and tumor tissues. In the paper, we propose to improve head 
LDCT images through applying such DL processing. The proposed DL algorithm can be efficiently implemented by using 
a global dictionary. In the validation, clinical LDCT images from a large set of patients were used, and the corresponding 
SDCT images were acquired as well to provide a ground truth reference. 

2. Material and Methods 
Patient Sample, Scan Protocol and Dose Parameters 

The protocol of this study (data collection and post-processing) was approved by our institutional ethical review board. 
50 patients were involved in the experiments. All these patients have given their written consent to the participation. A 
non-conflict of interest for this work was declared. CT images were acquired on a multi-detector row Siemens Somatom 
Sensation 16 CT scanner. The dose parameters are given in Table.1. 

The 50 patients were divided into two groups. The first group (tagged as LDCT50%) includes 13 men and 12 women 
with an average age of 67 years (age range: 52-77 years), and the LDCT images were collected using a reduced tube 
current 80mAs under head scan protocol. For the second group (tagged as LDCT25%), LDCT images were collected 
using a reduced tube current 40mAs under head scan protocol, and this group includes 9 men and 16 women with an 
average age of 64 years (age range: 56-78 years). For all 50 patients covering both groups, the head scans were repeated 
using 160 mAs for the SDCT head scan protocol. The gantry angle in scans is with “Hard Palate” mode based on the 
definition in [36]. 

Other scan parameters include: kVp, 120; slice thickness, 6mm; Gantry rotation time, 0.5s; detector configuration 
(detector rows! section thickness), 16mm 1.5mm! ; pixel spacing: 0 mm mm.4922 0.4922! ; table feed per gantry rotation, 
24mm; pitch, 1:1; reconstruction method: FBP algorithm with convolution kernel “H31s” (“H31s” is the routine 
smoothing kernel used in reconstructing head images on Siemens CT). The averaged slice number for  each patient scan is 
40. All the CT images were exported as DICOM files and then processed offline under a PC workstation (Intel Core™ 2 
Quad CPU and 4096 Mb RAM) with MATLAB (MATLAB 2012, Mathworks) as the developing language. We also 
accelerate the loop calculations in the DL processing using MATLAB Parallel Computing ToolboxTM, which exploits the 
full computation potential of multicore CPU processors. About 1 second is required to process one slice. We recorded the 
accumulated doses from the workstation for each scan. The CTDIvol and DLP were recorded for every CT examination. 
Effective dose (milli Sievert, mSv) was estimated by multiplying the dose-length product (DLP) with a constant 
region-specific conversion coefficient of 0.0021mSv/(mGy!cm) [37-38]. All the dose information is illustrated in Table 1. 
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                                                                            SDCT LDCT50% LDCT25% P 

Tube current (mAs) 160 80 40 ---- 
Age 68 16±  67 12±  69 15±  0.61  

Sex (male/female) 22 / 28  13 / 12  9 / 16  0.001<  
CTDIvol(mGy) 61.44 1.48±  31.04 0.93±  15.38 0.86±  ---- 
DLP(mGy.cm) 1196.75 64.85±  596.26 42.72±  250.36 37.44±  0.001<  

Effective dose (mSv) 2.51 0.14±  1.25 0.00±  0.53 0.08±  0.001<  
                                                                                    Table 1. Dose parameters 

Theory and Method 

Sparse representation and dictionary learning are closely related to each other in the framework of compress sensing 
theory. Compared to other restoration methods based on pixel-wise intensity update, patch-wise DL processing enables a 
more effective representation of patch-shaped features such as tumors or organs. The DL processing assumes the 
overlapping patches in the target LDCT images are sparsely representable, and is carried out by coding each patch as a 
linear combination of only a few atoms from a trained dictionary [35]. The DL method first finds the best global 
over-complete dictionary and then represents each image patch as a linear combination of only a few dictionary vectors 
(atoms). The proposed DL processing was performed on 2-D slices because the Z-axis structure continuity cannot be well 
preserved with the large slice thickness setting in routine head CT scanning  (6mm in this work). Often with smaller sparse 
coefficients compared to normal image features, noise and artifacts can be suppressed in this DL process. Based on [25] 
and [35], the patch-based DL processing aims at solving the following problem: 
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where, x and y denote the processed and the original LDCT images respectively, and the subscript ij denotes the pixel 
index (i, j) in the image. ijR  represents the operator that extracts the patch ijx  of size n n!  (centered at (i, j)) from image x. 
The patch-based dictionary D is an m K!  matrix with m n n= ! , which is composed of K  m-vector atoms (columns). Each 
n-vector column corresponds to one n n!  patch. !  denotes the coefficient set { }ij ij

!  for all the sparse representations of 

patches, and each patch ijx  can be approximated by a linear combination. In (1), 2

2|| ||!  is the 2l  norm and 0|| ||!  denotes the 
0l  norm that counts the nonzero entries of vector ij! .T  is the preset parameter of sparsity level that limits the maximum 

nonzero entry number in ij! . Based on [23], solving (1) includes steps (2) and (3): 
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Here, equation (2) is solved by the K-means Singular Value Decomposition (K-SVD) method to estimate the coefficients 
!  and dictionary D [24]. Then, we can solve the output image x by setting the first order derivative of (3) to zero (with 
respect to x):  
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It was pointed out in [24] that the dictionary trained from the original noisy image itself can lead to better noise 
suppression than using a global dictionary trained from the other available images in the database. However, in [35], we 
also found that the dictionary trained from a typical SDCT abdomen image always leads to visually close LDCT images 
when compared to the dictionary trained from the LDCT image itself. The reason might be that most CT images are often 
composed of similar human tissues in rather low numbers, and that the dictionary discrepancy caused by the differences 
between different CT images only leads to tiny differences in the sparsified features. For one specific LDCT head image, 
organs or other human tissues can be efficiently represented by the dictionary atoms learned from some other head CT 
images. Thus, in this study we use a pre-calculated dictionary pD  (the left image in Fig.1) trained from one typical SDCT 
head image (the right image in Fig.1). Each element in pD  is of certain size and defined as atom [24]. One important merit 
of this approach is that the intensive computation required in dictionary training can be avoided with this pre-calculated 
global dictionary. Here, 8 8! overlapping patches ( mm 3.94mm,  94 83.  =n! ) are set to allow an effective representation of 
local organ or lesion tissues, and the atom number K  is set to 64 for it is found large enough to represent the tissue 
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structures in head CT images. The whole DL processing can be defined by the following two steps: 
2
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Here, with the pre-trained dictionaries pD , the solution defined in (2) and (3) is transformed to (5) and (6), in which the 
sparse coefficient set ! and the image x can be calculated using the orthogonal matching pursuit (OMP) algorithm and the 
solution given in (4). In (5), ! denotes the tolerance parameter used in calculating !  by OMP method. The parameters 
involved in the proposed DL methods were specified under the guidance of one radiological doctor (Y.D. with 15 years of 
experience) to provide the best visual results. Practically, we found that the same parameter setting can be used to process 
the LDCT images with the same scan protocol, and this is due to the similar distribution of noise and artifacts for the same 
scanning protocol. With the global dictionary pre-trained, around 1 second is required to process one single 2-D slice. 

 

   
Fig.1 The left picture is the trained dictionary used in this study with  8 8 64m n n ! == ! =  ( 8n = ) and K = 64. The right image corresponds to the SDCT 
head image from which the global dictionary was trained.  

Quantitative Image Analysis 
Two metrics, SNR and CNR, were calculated to give quantitative analysis of the image quality. SNR is regarding the 

GM, WM and CSF tissues, and CNR quantifies the differentiation property between GM and WM tissues in head CT 
images. 10 images in total were selected from the dataset for this quantitative calculation. As illustrated in Fig.2, one pair 
of ROI of mean area 44mm2 (ROI-1 and ROI-2) were placed in lentiform nucleus and the adjacent corpus callosum for 
GM and WM tissues, respectively; another pair of ROIs of mean area 32mm2 (ROI-3 and ROI-4) were placed in dorsal 
thalamus and the adjacent optic radiation fiber tissue for GM and WM tissues, respectively. The GM and WM ROI (ROI-1, 
ROI-2, ROI-3 and ROI-4) were selected from the images of a subgroup of patients (15 patients in LDCT50% group and 16 
patients in LDCT25% group) that allows suitable ROI drawing. Also, the CSF ROIs (ROI-5, mean area 15 mm2) were 
selected in a subgroup (19 patients in LDCT50% group and 17 patients in LDCT25% group) of patients whose lateral 
ventricles are suitable for ROI drawing. We use the GM-WM CNR1 to represent the CNR between ROI-1 and ROI-2, and 
use the GM-WM CNR2 to represent the CNR between ROI-3 and ROI-4. With HU as the unit value, the SD, SNR and 
GM-WM CNR were calculated using the following equations:  
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where, ijx  and !x  denote each HU value and the averaged HU value within ROI defined by ! , respectively. !  is the 
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pixel number in ! . GM

!
x  and WM

!
x   denote the averaged HU within the ROIs for GM and WM tissues, respectively. 

GMSD
!

and WMSD
!

  denote the SD within the ROI for GM and WM tissues, respectively. 
 

 

Fig.2. Illustration of ROI-1, ROI-2, ROI-3, ROI-4 and ROI-5 for quantitative analysis in an axial CT plane.  
 

Qualitative Image Analysis 

For qualitative assessment, 100 original images (including 50 LDCT and 50 SDCT images), 100 processed images 
(including 50 processed LDCT50% and 50 processed LDCT25% images) are considered. A window with level 40HU and 
width 80HU is used here. 5 subjective features, noise suppression, artifact suppression, contrast preservation, tissue 
discrimination and overall image quality, were evaluated using a five-point subjective scale (1=unacceptable, 
2=substandard, 3=acceptable, 4=above average, 5=excellent). Here, we define artifacts as any structures having a passive 
effect on subjective diagnosis. Three radiological readers (Y.H. with 10 years of experience, D.M. with 8 years of 
experience, Y.D. with 15 years of experience.) independently evaluated the randomized set of LDCT images, SDCT 
images, and the DL processed LDCT images in a digital DICOM archiving workstation (ViewDEX 2.0 [39]). So, the five 
subjective features were assessed for all the 200 images (100 original and 100 processed CT images). This results in 3000 
parameter ratings in total (5 image quality parameters together and the 3 readers, i.e. 200 5 3 3000! ! = ). For each subset of 
images, the 5 image scores were reported as means SDs (averaged scores of the 3 radiologists standard deviations). 
The subjective quality parameters of the original LDCT images and the processed LDCT images were compared with 
those of the reference SDCT images, in which the discrepancy between the two groups was evaluated by the Student t test 
with P<0.05 considered as a statistically significant difference.  

3. Results 
Visual assessment 

Fig.3 provides the processed head LDCT50% results of three patients. The first, second and third columns correspond to 
the original LDCT50% images (A1, A2, A3), the original SDCT images (B1, B2, B3) and the DL processed LDCT50% 
images (C1, C2, C3).  To be specific, the first and second rows in Fig.3 depict images with ganglia lacunar infarction (see 
red arrows); the third row illustrates images with cerebral hemorrhage (see red arrows). Also, Fig.4 provides the processed 
LDCT25% results of another three patients. The first, second and third columns correspond to the original LDCT25% 
images (A1, A2, A3), the original SDCT images (B1, B2, B3) and the DL processed LDCT25% images (C1, C2, C3).  In 
Fig.4, all the three rows depict images with lacunar infarction (see upper red arrows). To be specific, the lacunar infarction 
is in the right corona radiata in the top row; the lacunar infarction is in the lateral aspect of the left thalamus in the middle 
and the third rows. In addition, the two lower arrows also point to intraventricular hemorrhage in the third row. 

We can clearly see that a significant improvement of image quality is obtained by the proposed DL algorithm. In the 
processed LDCT images, both noise and artifacts are observed to be effectively suppressed, which leads to better 
conspicuity of brain tissues and pathological changes (see the basal ganglia lacunar infarction and cerebral hemorrhage 
pointed by red arrows in Fig.3-4). Compared to the original LDCT images, the processed LDCT images present textures 

1 

2 

5 

3 

4 
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visually close to the SDCT images. There was no significant difference between SDCT and LDCT50% in the detection of 
anatomical structures, infarction and hemorrhage changes in the brain. Nevertheless, we can also observe some tissue 
blurring and residual artifact traces in the processed LDCT25% images (indicated by yellow arrows in C1, C2 and C3 in 
Fig.4). 

   

   

   

Fig.3 Processing results of head CT images for three patients (in the three rows). The first, second and third columns correspond to the original LDCT50% 
images (80mAs, Al, A2, A3), the original SDCT images (160mAs, Bl, B2, B3), and the DL processed LDCT50% images (Cl, C2, C3).  The first and the second 
rows illustrate the CT images with basal ganglia lacunar infarction (see red arrows); the third row illustrates the CT images with cerebral hemorrhage (see the red 
arrows). 
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Fig.4 Processing results of head CT images for three patients (in the three rows). The first, second and third columns correspond to the original LDCT25% 
images (40mAs, Al, A2, A3), the original SDCT images (160mAs, Bl, B2, B3), and the DL processed LDCT images (Cl, C2, C3).  All the first, second and the 
third rows illustrate the CT images with basal ganglia lacunar infarction (see red arrows); the third row also illustrates the CT images with basal ganglia 
infarction (see the lower two red arrows in C3). Note the yellow arrows in (Cl, C2, C3) point to some residual high-contrast artifacts which are hard to be 
suppressed. 

 
Quantitative assessment 

The mean GM, WM and CSF attenuation values for the LDCT50% group, LDCT25% group, and SDCT group are 
illustrated in Table 2. Quantitative evaluation results are listed in Table.3 as the mean values SD of all the patient cases. 
For the GM, WM and CSF tissues, we can see tube current reduction leads to significant decrease of the SNR and 
GM-WM CNR from the SDCT group to the LDCT50% and LDCT25% groups (P<0.05). Otherwise, a significant increase 
of the mean SNR and GM-WM CNR is observed in the processed LDCT images with respect to the original LDCT images 
(P<0.05).  
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We can see in Table.3 that the DL processing can compensate the degradation for the LDCT25% images, which shows 
no significant difference in SNR and CNR values from the SDCT images (P=0.16). Table.3 also shows the DL processing 
leads to significantly higher SNR and CNR for the processed LDCT50% images than the SDCT images  (P<0.05).  

 LDCT25% LDCT50% SDCT Processed 
LDCT50% 

Processed 
LDCT25% 

GM mean (HU) 33.77 0.88±  33.42 1.15±  33.38 0.93±  33.19 0.99±  33.47 0.94±  

WM mean (HU)  27.72 1.32±  27.30 1.08±  27.00 1.16±  27.43 1.03±  27.43 1.40±  

CSF mean (HU)  5.14 0.17±  5.55 0.33±  5.50 0.03±  5.62 0.23±  5.66 0.41±  

Table 2. Mean attenuation values in ROI 
 

 LDCT25% LDCT50% SDCT Processed 
LDCT50% 

Processed 
LDCT25% 

GM SNR 5.99 0.42±
*
 7.97 0.79±

*
 10.92 1.29±  15.81 2.04±

*
 11.64 0.74±  

WM SNR 5.28 0.52±
*
 7.38 0.24±

*
 9.99 0.54±  13.47 1.39±

*
 10.07 0.72±  

CSF SNR 1.10 0.29±
*
 1.63 0.57±

*
 2.12 0.43±  3.04 0.92±

*
 2.21 0.67±  

GM-WM CNR1 0.96 0.04±
*
 1.34 0.01±

*
 1.81 0.19±  2.67 0.14±

*
 1.89 0.23±  

GM-WM CNR2 0.68 0.13±
*
 0.96 0.27±

*
 1.34 0.13±  1.94 0.35±

*
 1.41 0.06±  

* means significantly different from the mean scores for the reference SDCT images (P<0.05). 
Table 3. Quantitative analysis result 

 
Qualitative assessment 

The qualitative scoring result is given in Table.4. All the three observers pointed out that the reduced tube currents lead 
to severe degradation of CT images, and the original LDCT images are of lower quality than the original SDCT images. 
For all the 5 scores, statistically significant differences with respect to the reference SDCT images are noticed in all the 
subjective scores for both the LDCT50% and LDCT25% images (P<0.05). The LDCT50% images obtain higher mean 
scores than the LDCT25% images. We can also see in Table 4 that the processed LDCT images have quality scores 
substantially higher than the original LDCT images. The differences between the processed LDCT50% images with 
reference to the original SDCT images are found not to be statistically significant (P=0.18) for all the subjective scores. As 
to the processed LDCT25% images, significantly differences with the original SDCT images are still noted for the scores 
of contrast preservation and tissue discrimination (P<0.05), and other scores are found not to be significantly different 
(P=0.12). To evaluate the overall concordance/agreement between the 3 readers on above subjective evaluations, we 
perform !  test, and find there is substantial agreement among all the readers (Table.5, ! >0.6, two-sided P<0.05).  

 

 LDCT25% LDCT50% SDCT Processed 
LDCT50% 

Processed 
LDCT25% 

Noise Suppression 1.92 0.31±
*
 2.35 0.26±

*
 3.94 0.22±  3.99 0.16±  3.78 0.25±  

Artifact Suppression 2.07 0.28±
*
 2.41 0.24±

*
 3.89 0.19±  4.02 0.23±  3.65 0.29±  

Contrast Preservation 1.75 0.30±
*
 2.46 0.37±

*
 3.81 0.24±  3.78 0.24±  3.53 0.27±

*
 

 Tissue Discrimination 1.66 0.33±
*
 2.36 0.31±

*
 3.86 0.27±  3.75 0.28±  3.51 0.33±

*
 

Overall Image Quality 1.72 0.28±
*
 2.32 0.36±

*
 3.95 0.25±  3.90 0.29±  3.68 0.32±  

* means significantly different from the mean scores for the reference SDCT images (P<0.05). 
Table 4. Image Quality Scores (mean SDs± ) 

! test Noise 
Suppression 

Artifact 
Suppression 

Contrast 
Preservation 

Tissue  
Discrimination 

Overall 
Image Quality 

!  0.631 0.672 0.659 0.638 0.652 

Table 5. Averaged statistically agreement between the assessments of the 3 readers 
 

Sensitivity analysis for dictionary training 
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In this section, we analyze the sensitivity of the proposed DL approach to different dictionary options. The LDCT images in 
Fig.3 (the first two columns) are illustrated in the same HU windows as the illustrations in above Fig.3 and Fig.4. A1, A2 and A3 
in Fig.5 illustrate the DL processed images using the dictionaries trained from the LDCT images themselves. B1, B2 and B3 in 
Fig.5 illustrate the DL processed images using the above global dictionary. The same parameters are used in these two groups of 
experiment here. C1, C2 and C3 display the difference images between A1, A2, and A3 and B1, B2 and B3 in Fig.5. We can see 
in Fig.5 that a global dictionary can lead to almost the same result as the dictionary trained from the LDCT image itself, which 
validates the application of the proposed global dictionary in this study. 

   

   

   

Fig.5 Sensitivity analysis of different dictionary options. A1, A2 and A3 correspond to the DL processed images using the dictionary trained from the LDCT 
images themselves; B1, B2 and B3 correspond to the DL processed images using the global dictionary; C1, C2 and C3 display the difference images between A1, 
A2, and A3 and B1, B2 and B3.  

4. Discussion 
Visual results in Fig.3-Fig.4 show that the proposed DL processing can provide effective suppression of both noise and 
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artifacts for the LDCT images. To be specific, the processed LDCT50% images have similar image quality to the reference 
SDCT images, and the processed LDCT25% images suffer some detail ambiguity and artifact residuals. Table 3 shows the 
DL processing produces images with even higher SNR and CNR than the reference images. n the qualitative tests using 
five subjective image scores from independent readers, notable improvement were seen from above comparison with 
original LDCT images. Especially the processed LDCT50% images are found to have no significant difference with 
reference to the original SDCT images (P=0.18) for all the subjective scores. Noise and artifacts were effectively 
suppressed without obvious loss of image details in the LDCT50% images. As to the processed LDCT25% images, the 
noise suppression, artifact suppression and overall image quality are also observed to have no significant difference from 
the reference SDCT image, but significant differences are found for contrast preservation and tissue discrimination. 

With no access requirement of well-formatted raw data, the proposed processing can be easily applied to almost all the 
existing CT systems. The proposed approach can be efficiently implemented by using a pre-calculated global dictionary 
and multi-core parallelized computation. But we also observe some tiny structure blurring in the proposed DL image. Also, 
the whole computation cost of the DL processing still needs further acceleration to fulfill practical clinical requirements. 
Currently, some parameters (e.g. the sparsity level) still need to be empirically set. Future work will thus be devoted to 
further improve the image quality by incorporating some artifact-suppressing constraints from available SDCT image 
information [40], accelerating the computation in DL processing, and developing more robust parameter estimation. We 
will also explore the potential effects of segmentation/registration that might result from the proposed LDCT processing 
[41-42].  
 

5. Conclusion 
The proposed algorithm is robust in suppressing image noise and artifacts without obvious losing of image details and 

pathological changes. Our study supports the utilization of the proposed DL processing as a valuable tool for dose 
reduction in nonenhanced head CT.  
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