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A comparison of bootstrap approaches for
estimating uncertainty of parameters in linear
mixed-effects models

Hoai-Thu Thai! * France Mentré!, Nicholas H.G. Holford?
Christine Veyrat-Follet?, Emmanuelle Comets!

ABSTRACT

A version of the nonparametric bootstrap, which resamples the entire subjects from original
data, called the case bootstrap, has been increasingly used for estimating uncertainty of pa-
rameters in mixed-effects models. It is usually applied in order to get more robust estimates of
the parameters and more realistic confidence intervals. Alternative bootstrap methods, such
as residual bootstrap and parametric bootstrap which resample both random effects and resid-
uals, have been proposed to better take into account the hierarchical structure of multi-level
and longitudinal data. However, few studies have been done to compare these different ap-
proaches. In this study, we used simulation to evaluate bootstrap methods proposed for linear
mixed-effect models. We also compared the results obtained by maximum likelihood (ML)
and restricted maximum likelihood (REML). Our simulation studies evidenced the good per-
formance of the case bootstrap as well as the bootstraps of both random effects and residuals.
On the other hand, the bootstrap methods which resample only the residuals and the boot-
straps combining case and residuals performed poorly. REML and ML provided similar
bootstrap estimates of uncertainty, but there was slightly more bias and poorer coverage rate
for variance parameters with ML in the sparse design. We applied the proposed methods
to a real dataset from a study investigating the natural evolution of Parkinson’s disease and
were able to confirm the methods provide plausible estimates of uncertainty. Given that most
real-life datasets tend to exhibit heterogeneity in sampling schedules, the residual bootstraps
would be expected to perform better than the case bootstrap.
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models; R.
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1 INTRODUCTION

Mixed-effects models are commonly used to analyze longitudinal data which consist of re-
peated measures from individuals through time [1]. They play an important role in medical
research, particularly in clinical trials. These models incorporate the fixed effects, which
are parameters representing effects in the entire population, and random effects, which are
associated with individuals sampled from a population [2]. The parameters of a model are
estimated by maximum likelihood (ML) or restricted maximum likelihood (REML) method.
In linear mixed-effects models, REML is often preferred to ML estimation because it takes
into account the loss of the degrees of freedom involved in estimating the fixed effects, re-
sulting in unbiased estimates of variance components in many situations [2, 3].

The standard errors (SE) of parameter estimates are obtained asymptotically from the in-
verse of the Fisher information matrix [2, 3]. The above estimates of SE might be biased
when the asymptotic approximation is incorrect, for example when the sample-size is small.
Sometimes, they can not be obtained when the model is complex or the design is too sparse.
Bootstrap methods represent an alternative approach for estimating the SE of parameters,
as well as to provide a confidence interval without assuming it is symmetrical. It was first
introduced by Efron (1979) for independent and identically distributed (iid) observations.
The principal idea of bootstrap is to resample the observed data repeatedly to create datasets
similar to the original dataset, then fit them to construct the distribution of an estimator or
a statistic of interest [4, 5]. Four main bootstrap approaches have been proposed for simple
linear regression: case bootstrap, residual bootstrap, parametric bootstrap and wild bootstrap
[6, 7, 8, 9]. The case bootstrap is the most simple and intuitive form which consists in resam-
pling the entire vector of observations with replacement. The residual bootstrap resamples
the residuals after model fitting. The parametric bootstrap adopts the principle of residual
bootstrap but, instead of directly resampling observed residuals, we simulate the residuals
from the estimated distribution, e.g. the normal distribution, whose parameters are estimated
using the original data. The wild bootstrap consists in resampling the residuals from an ex-
ternal distribution satisfying certain specifications.

The main concern when bootstrapping is how to generate a bootstrap distribution close to
the true distribution of the original sample. To do that, the bootstrap resampling should ap-
propriately mimic the "true" data generating process (DGP) that produced the "true" dataset
[10, 11, 12]. In the context of repeated measurement data and mixed-effects modeling, the
bootstrap should therefore respect the true DGP with the repeated measures within a subject
and handle two levels of variability: between-subject variability and residual variability. The
classical bootstrap methods developed in simple linear regression should be modified to take
into account the characteristics of mixed-effects models [13]. Resampling random effects
may be coupled with resampling residuals [10, 13, 14, 15]. The case bootstrap can be com-
bined with the residual bootstrap [8]. The performance of these approaches are, however, not
well studied.
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In this paper, we extend different bootstrap approaches which can be applied to linear
mixed-effects models settings. The detail of bootstrap methods are described in Section 2.
The simulation settings are described in Section 3. The results of the simulation studies and
the application of the bootstraps to real data collected in a study in Parkinson’s disease are
described in Section 4. The discussion of the study is given in Section 5.

2 METHODS

2.1 Statistical models

Let Y be the response variable. N denotes the number of subjects. Let y;; denote the ob-
servation j of Y in subject i, while y; = (i1, Yio, ---, Yin, ) regroups the (n; x 1) vector of
measurements in this subject. Let ny; = Zfil n,; denote the total number of observations.
We use the following linear mixed-effects model (LMEM) [16]:

yi=XiB+1Zm, +¢€
n; ~ N(0,€) (1)
€; ~ N(O, 0'217“)

where X; and Z; are (n; x p) and (n; X ¢) design matrices, 3 is the (p x 1) vector con-
taining the fixed effects, n), is the (¢ x 1) vector containing the random effects, and ¢; is the
(n; x 1) vector of residual components. €2 is the general (¢ X ¢) covariance matrix with (z,7)
element w;; = wj; and UQIW is the (n; X n;) covariance matrix for residual errors in subject ¢
where o2 is the error variance and I,,, is the (n; X n;) identity matrix. The random effects 7,
are assumed to be normally distributed with mean 0 and covariance matrix €2 and the residual
errors €; are assumed to be normally distributed with mean zero and variance JQIm. The ran-
dom effects 1, and the residual errors €; are assumed to be independent for different subjects
and to be independent of each other for the same subject.

Conditional on the random effects 7),, the response Y in subject ¢ is normally distributed
with mean vector X;3 + Z;n, and with covariance matrix aQIm.

2.2 Estimation methods

The parameters of linear mixed-effects models can be estimated in the framework of max-
imum likelihood by two general methods: maximum likelihood (ML) or restricted max-
imum likelihood (REML). Let o denote the vector of all variance components of V; =
Z,Q0Z;) + %;, it means « consists of the ¢(¢g + 1)/2 different elements in €2 (or ¢ elements
if 2 is diagonal) and of all parameters in 3;. Let 6 = (3, o)’ be the (s x 1) vector of all pa-
rameters in the marginal model for Y ;. The parameter estimates are obtained by maximizing
the marginal likelihood function with respect to . The ML likelihood function is defined as:
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N
L) = [T r Vit eon (<3 X0V - X0 ) | @
=1

The REML likelihood function is derived from L, () to correct the loss of the degrees
of freedom involved in estimating the fixed effects:

- -3
Lipan(8) = | 3 XIVIXi|  Lagr (6) 3)

=1

In this study, we used REML as the estimation method. However, we also compared
the results of REML with those of ML and presented them in Appendix (available online as
Supplementary Material).

When « is known, the maximum likelihood estimator (MLE) of (3, obtained from maxi-
mizing Ly, (), conditional on «, is given by:

—1 N

N
Bla) = (Z X;V;1Xi> > Xy, 4
i=1 =1

When « is unknown, but an estimate ¢ is available, we can set V; = Vi and estimate (5
by using equation 4.

Estimates of the m); can be obtained as the mean of the posterior distribution of 7, (empir-
ical Bayes estimates, EBEs):

n:(0) = En; | yi] = /"L‘f("h | yi)dn, = QZ;V;1<YZ' - Xi03) (5)

The MLE 6 of 6 is asymptotically normally distributed with mean 6 and asymptotic co-
variance matrix given by the inverse of the Fisher information matrix M. The asymptotic SE
of parameters are then estimated as the square root of the diagonal element of the estimated
covariance matrix.

2.3 Bootstrap methods

The principle of the bootstrap is to repeatedly generate pseudo-samples distributed according
to the same distribution as the original sample. The unknown original distribution may be
replaced by the empirical distribution of the sample, which is known as the nonparametric
bootstrap [17]. The bootstrap exists in another version called the parametric bootstrap [7, 9].
In this version, the underlying distribution F is estimated from the data by a parametric model,
for instance a normal distribution and bootstrap samples are generated by simulating within



H-T.Thai et al 5

this distribution rather than from the empirical distribution as performed in the nonparamet-
ric version. The resampling can be done with an independent distribution; this procedure is
called external bootstrap or wild bootstrap. This approach was proposed by Wu to deal with
heteroscedasticity [18]. We have chosen to deal with the simpler case of homoscedasticity
and therefore have not investigated the wild bootstrap.

Let B be the number of bootstrap samples to be drawn from the original dataset, a general
bootstrap algorithm is:

1. Generate a bootstrap sample by resampling from the data and/or from the estimated
model

2. Obtain the estimates for all parameters of the model for the bootstrap sample

3. Repeat steps 1-2 B times to obtain the bootstrap distribution of parameter estimates and
then compute mean, standard deviation, and 95% confidence interval of this distribu-
tion

Let é; be the parameter estimated for the b** bootstrap sample. Given a data set, the
expected value of the bootstrap estimator over the bootstrap distribution is calculated as the
average of the parameter estimates from the B bootstrap samples:

. 1 B
05 =5 _(0)) (6)
b=1

The bootstrap standard error is obtained as the sample standard deviation of the é,’j

B

—~ 1 A A
SEg = \| 5 2_(0; — 0)? ™

b=1

A 95% bootstrap confidence interval can be constructed by calculating the 2.5 and
97.5'" percentile of bootstrap distribution:

Vo) = 0 < 0(1—0).) ®)

where =0.025. An alternative approach is to use a normal approximation to construct a
bootstrap confidence interval, using the estimated SEg:

éB — §1::B CZl—af2 S o< éB + §l\EB FZl-a/2 ©)

Z1—q/2 denotes the 1 — /2 quantile of the standard normal distribution, equal to 1.96 with
a =0.05. However, it is preferable to use the bootstrap percentile confidence interval when
bootstrapping [7, 19] .

The detailed algorithms of bootstrap methods to obtain a bootstrap sample (bootstrap gen-
erating process) are presented below in two separated groups: nonparametric and parametric
bootstrap methods.
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2.3.1 Nonparametric bootstrap

Nonparametric case bootstrap (Bcase none). This method consists of resampling with replace-
ment the entire subjects, that is the joint vector of design variables and corresponding re-
sponses (X;, Z;, y;) from the original data before modeling. It is also called the paired
bootstrap. This procedure omits the second step of resampling the observations inside each
subject. However, it is the most obvious way to do bootstrapping and makes no assumptions
on the model.

Nonparametric case bootstrap coupled with global/individual residual bootstrap (B ase,Gr
or Beaseir). This method resamples first the entire subjects with replacement. The individ-
ual residuals are then resampled with replacement globally from the residual distribution of
the original simulated dataset or individually from the residual distribution of new subjects
obtained after bootstrapping in the first step. The bootstrap sample is obtained as follows:

1. Fit the model to the data then calculate the residuals €; = y; — XzB —7Zn;

2. Draw N entire subjects {(X?, Z, y;)} with replacement from {(X;, Z;, y;)} in the
original data and keep their predictions from model fitting X* B+ Z:m; and their cor-
responding residuals €; = y; — X7 8- Z:m;. The new subject has n} observations.

3. Draw the residuals with replacement globally from all residuals of the original data or
individually from each new subject

(a) Global residual resampling: draw a sample {€*}={€;-;-} of size n},, = Zi\il n;

with replacement globally from {€} = {&;;}i=1. n.j=1..n, Dy assigning an equal
probability ﬁ to each value of the n,,; residuals (note that, n;,, may be different
with ntot)

(b) Individual residual resampling: draw individually N samples{e; }={¢€};.} of size
n; with replacement from €] = {€;;},-1, - by assigning an equal probability -
to each residual of new subject ¢
4. Generate the bootstrap responses y* = X3 + Zn! + €
Here, and in the following, we note the vector of estimated residuals for all subjects as
€ = {€;}i=1...N.j=1...n, and the vector of estimated residuals in subject i as €; = {€;;}j=1,.n,-

Nonparametric random effects bootstrap coupled with global/individual residual boot-
strap (B, gr or B, r). This method consists of resampling with replacement the random
effects obtained after model fitting, as well as the residuals globally or individually. The
bootstrap sample is obtained as follows:

1. Fit the model to the data then estimate the random effects 7); and the residuals €; =
yi — XiB —Zn;

2. Draw a sample {1} of size N with replacement from {7),} by assigning an equal
probability % to each value
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3. Draw a sample {€*}={¢;;-} of size n,, with replacement globally from {€} or draw
individually N samples {€; }={¢€;;-} of size n; with replacement from {é€;}
4. Generate the bootstrap responses y; = Xﬁ +Zn; +€

Nonparametric global/individual residual bootstrap (BnoneGR / Bnone,ir). For the sake
of completeness, we also implemented a bootstrap where only residual variability is resam-
pled. These procedures do not resample the between-subject variability (which remains in
the model through the estimated random effects 7);). The bootstrap sample is obtained as
follows:

1. Fit the model to the data then calculate the residuals €; = y; — XZB —7Zm,
2. Draw a sample {€*}={¢;;-} of size n, with replacement globally from {€} or draw
individually N samples {€; }={¢;;-} of size n; with replacement from {¢;}

3. Generate the bootstrap responses y; = X, 3 + Z;7, + €

The nonparametric bootstrap methods that resample the random effects or the residuals
depend on the structural model to calculate the raw random effects or residuals. However,
they do not require particular assumptions on their distributions.

2.3.2 Parametric bootstrap

The parametric bootstrap requires the strongest assumptions as it depends both on the model
and the distributions of parameters and errors.

Case bootstrap coupled with parametric residual bootstrap (Bcase pr). Similar to Bease R
this methods resamples firstly the subjects and then resamples the residuals by simulating
from the estimated distribution. This method combines elements of both the nonparametric
bootstrap (case bootstrap in the first step) and the parametric bootstrap (residual bootstrap in
the second step). However, to simplify the classification, we keep it in the group of parametric
bootstraps. The bootstrap sample is obtained as follows:

1. Fit the model to the data

2. Draw N entire subjects {(X}, Z7, y;)} with replacement from {(X;, Z;, y;)} in the
original data and keep their predictions from model fitting X*3 + Z!n;

3. Draw N samples {€} of size n; from a normal distribution with mean zero and co-
variance matrix 6°L,,

4. Generate the bootstrap responses y; = X;‘B +7Zn, + €

Parametric random effects bootstrap coupled with residual bootstrap (Bp, pr). This
methods resamples both random effects and residuals by simulating from estimated distri-
bution after model fitting. The bootstrap sample is obtained as follows:

1. Fit the model to the data
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2. Draw a sample {7} of size N from a multivariate normal distribution with mean zero
and covariance matrix ()

3. Draw N samples {€;} of size n; from a normal distribution with mean zero and covari-
ance matrix 6L,

4. Generate the bootstrap responses y; = X8 + Z,m; + €

Parametric residual bootstrap (Byone pr). Again for exhaustiveness, we implemented a
bootstrap which resamples only the residuals by simulating from the estimated distribution
after model fitting. Similar t0 Bone Gr OF Bhone,ir » this procedure omits the first step of
resampling the between-subject variability. The bootstrap sample is obtained as follows:

1. Fit the model to the data

2. Draw N samples {€;} of size n; from a normal distribution with mean zero and covari-
ance matrix 6L,

3. Generate the bootstrap responses y; = Xﬁ +Zn, +€

2.3.3 Transformation of random effects and residuals

Previous results in the literature show that the nonparametric bootstrap of the raw residu-
als obtained by model fitting usually yield downwardly biased variance parameter estimates
[7, 8, 20]. In ordinary linear models, this underestimation is due to the difference between
estimated and empirical variance of residuals [21]. That’s why it is advisable to rescale the
residuals so that they have the correct variance. Efron suggested to multiply centered raw
residuals with the factor \/(n — p)/n where p is the number of parameters and n is the
number of observations [22]. For the same reason, Davison et al proposed to use the factor
\/1/(1 — h;) where h; is the i diagonal element of the hat matrix which maps the vectors
of observed values to the vector of fitted values [7]. In mixed-effects models, this is because
the raw variance-covariance matrix is different from the maximum likelihood estimate, as the
raw random effects or residuals are "shrunk" towards O [20]. Carpenter et al proposed to take
this into account by centering the random effects and residuals to resample from a distribution
with mean zero and multiplying them by the ratio between their corresponding estimated and
empirical variance-covariance matrices to account for the variance underestimation [20, 23].
These corrections were used in our study.

Transforming random effects. The transformation of random effects was carried out in
the following steps:
1. Center the raw estimated random effects: 5, =71, — 7,

2. Calculate the ratio between the estimated and empirical variance-covariance matrix
(A,). Let () be the model estimated variance-covariance matrix of random effects and
(2emp denote the empirical variance-covariance matrix of the centered random effects
7);. The ratio matrix A, is formed by using the Cholesky factors L. and Le,,;,, which
are the lower triangular matrix of the Cholesky decomposition of Q) and Qepyp, TESPEC-
tively: A, = (Lest - L;L)

emp
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3. Transform the centered random effects using the ratio A,: ﬁ; =1; X A,

Transforming residuals. The transformation of residuals was carried out globally for all
residuals in the following steps:
1. Center the raw estimated residuals: €;; = €;; — €;;

2. Calculate the ratio between the estimated and empirical variance-covariance matrix
(Ay,). Let 3 be the model estimated variance-covariance matrix for residuals, which is
assumed to be equal to 6217” and X.,,, denote the empirical variance-covariance matrix
of centered residual ¢;;. Because the residuals are assumed to be uncorrelated and to
have equal variance, the ratio matrix A, is then simply the ratio between the square
root of the model estimated residual variance 6% and the empirical standard deviation
of the centered residuals, respectively: A, = 7 /sd(€;;).

3. Transform the centered residuals using the ratio A,: é; ;= €ij X A,

3 SIMULATION STUDIES

3.1 Motivating example

The motivating example for bootstrap evaluation was a disease progression model inspired
from the model of Parkinson’s disease developed by Holford et al [24]. In that study, the
subjects were initially randomized to treatment with placebo, with deprenyl, with tocopherol
or with both and, when clinical disability required, received one or more dopaminergic agents
(Ievodopa, bromocriptine or pergolide). The aim was to study the influence of various drugs
on the changes in UPDRS (Unified Parkinson’s Disease Rating Scale) over time. Several
components describing the disease progression and the effect of treatment were developed.
However, in this study, we are only interested in the linear part of the model, describing the
natural evolution of Parkinson’s disease using a random intercept and slope model as:

Yij = So + - tl'j + 1So; + Na - tz’j + €ij (10)

where y;; is the UPDRS score (u) representing the state of disease at time ¢;; which was
considered to be continuous, Sy (u) is the expected score at randomization, « (u/year) is the
progression rate, 7s,, (u/year) and 7,, (u/year) are the random effects of .Sy, and «, respec-
tively and ¢;; is the residual errors. In the formulation of equation (1), the design matrix
X,; = Z; for subject ¢ is a two-column matrix with a first column of 1s and a second column
containing the n; times ¢;; for subject 7.

For our simulations, we used the subset of patients who remained in the placebo group
over the first 2 years. The UPDRS scores were measured at randomization and at regular (un-
scheduled) visits up to 2 years after entry to the study. This subset contains 109 subjects with
an average of 6 observations per subject and a total of 822 observations. Figure 1 describes
the evolution of UPDRS score over a two-year period.
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In the paper of Holford et al, the baseline Sy was assumed to be log-normally distributed,
and the progression rate o was assumed to be normally distributed [24]. The variance of
the random effects and the correlation p between S; and « was estimated. The residual
unexplained variability was described by an additive model error with constant variance o2
In the present study, both Sy and o were assumed to be normally distributed. We estimated
the parameters of the real dataset by ML, the same estimation method as used in the original
publication [24], using the 1me function in R. The detail of parameter estimates is given in
section 4.2.

3.2 Simulation settings

Our simulations were inspired from the original design described above using estimates from
the real dataset.

Three designs were planned to evaluate the performance of bootstrap. For each design,
the sampling times were similar for all subjects.

Rich design. We simulated N=100 subjects with n=7 observations per subject at 0, 0.17,
0.33,0.5, 1, 1.5, 2 years after being entered in the study.

Sparse design. We simulated N=30 subjects with n=3 observations per subject at 0, 0.17,
2 years after being entered in the study. This design is sparse with respect to estimation of
variance parameters, including only 90 observations in total.

Large error design. We simulated N=100 subjects with n=7 observations per subject at
0, 0.17, 0.33, 0.5, 1, 1.5, 2 years after being entered in the study. In this design, we mod-
ified the level of variability. The variability for random effects 7g, and 7, were changed to
ws,=11.09 and w,=6.98 respectively (equivalent to 50% of the corresponding fixed-effects),
and the standard deviation for the residual error was changed to 0=17.5. We also removed
the correlation p between S; and « in this design because convergence was obtained for only
78.3% simulated datasets with the presence of this correlation.

For each design, we simulated K=1000 replications.

3.3 Software

The 1me function in the n1lme library in R was used to fit the data using REML as the esti-
mation method. ML was also used to compare with the results of REML. For both methods,
we fitted datasets with the initial values of variance parameters generated by the optimisation
procedure implemented in the 1me function [25]. All the analysis and figures were done with

R.
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3.4 Evaluation of bootstrap methods

Table 1 presents all the bootstrap methods that we implemented and evaluated. The resam-
pling of the between-subject variability (BSV) can be done by resampling subjects or random
effects. The resampling of the residual variability (RUV) can be done by resampling of resid-
uals obtained from all subjects, called global residuals or resampling of residuals within each
subject, called individual residuals. In order to compare the performance of these bootstraps
to that of classical bootstraps, the residual bootstrap, which resamples only the RUV, and the
case bootstrap where the whole vector of observations, including both the BSV and RUYV,
is resampled were also evaluated in our study. The bootstrap methods were classified as
nonparametric and parametric methods. For the parametric approach, there is no difference
between the global and the individual residual resampling because it is performed by sim-
ulation from the estimated distributions. In total, we had 7 nonparametric methods and 3
parametric methods.

We drew B= 1000 bootstrap samples for each replication of simulated data and for each
bootstrap method. The parameters were estimated by REML method using the 1me function
in R. For each method, we therefore performed 1 million fits (1000 simulated datasets x
1000 bootstrap datasets). If the convergence was not obtained, the NA was recorded in the
table of parameter estimates and excluded for further calculation.

For the k™ simulated dataset and for a given bootstrap method, we computed the boot-
strap parameter estimate ék as in equation (5), using 1000 bootstrap samples, as well as the
boostrap SE and CI, for each parameter . The relative bias (RBias) of bootstrap estimate was
obtained by comparing the bootstrap estimate 9" and the asymptotic estimate 0, as follows:

/\ A

o — 0y,

RBias(f x 100 11
ias(05) = K;( 3 ) (11)
The average bootstrap SE was obtained by averaging the SE from equation (6) over the

K=1000 datasets. The true SE is unknown, but we can get an empirical estimate as the

standard deviation of the differences between the estimate of the parameter in the K datasets

and the true value (6):

K

. 1 .
SEem irica 0) = - 1 Or — 6p)? 12
piical(0) K_lkzz;(k 0) (12)
The relative bias on bootstrap SE was then obtained by comparing the average bootstrap
SE to this empirical SE:

1 K Nk 2

A K SEg (0 - SEem irica 0
RBias(SE(0p)) = £ izt SEn(05) = SEenpirica 9) 0 (13)

SEempirical (9>

The coverage rate of the 95% bootstrap confidence interval (CI) was defined as the per-
centage of the K=1000 datasets in which the bootstrap CI contains the true value of the
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parameter.

The bootstrap approaches were compared in terms of the Rbias on the bootstrap parame-
ter estimates, the Rbias on SE, and the coverage rate of the 95% CI of all parameter estimates
from one million bootstrap samples.

The performance of the bootstrap methods were also compared to the performance of
the asymptotic method. It is worth noting that in the simulation studies, random variables
were simulated according to normal distributions, which may have contributed to the good
performance of the asymptotic method. The relative bias of asymptotic estimate was obtained
by comparing the asymptotic estimate 6), and the true value 6, as follows:

K

. A 1 O — 6o
RBias(0) = — ; ( b 100) (14)

The relative bias of asymptotic SEs given by the software (obtained as the inverse of the
Fisher information matrix) was defined in the same way as equation (13), but with respect to
6, in stead of é',f;;. The coverage rate of the 95% asymptotic CI was defined as the percentage
of datasets in which the asymptotic CI contains the true value of the parameter.

The asymptotic and bootstrap parameters estimates and their SE were defined as unbiased
when relative bias was within 5%, moderately biased (relative bias from +5% to +10%) or
strongly biased (relative bias > +10%). The coverage rate of the 95% CI was considered to
be good (from 90% to 100%), low (from 80% to 90%) or poor(< 80%). A good bootstrap was
defined as a method providing unbiased estimates for the parameters and their corresponding
SE, and ensuring a good coverage rate of the 95% CI.

3.5 Application to real data

All the bootstrap methods with good performance evaluated in the simulations studies were
applied to the real data by drawing B=1000 bootstrap samples for each method. The bootstrap
parameter estimates and bootstrap SE were compared with each other and compared to the
parameter estimates and their SEs obtained by the asymptotic approach.

4 RESULTS

4.1 Simulation studies

Examples of simulated data for each given design are illustrated in Figure 2. Our simulations
gave some negative values for the observations because of the homoscedastic error model.
These values were kept as is, since the purpose of the simulations was not to provide a real-
istic simulation of the trial, but only to evaluate the bootstrap methods. For the same reason,
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we did not take into account other real-life factors such as drop-outs or missingness.

We present firstly the results of REML. Complete results for all bootstrap methods as
well as the asymptotic method in the 3 evaluated designs are reported in Table 2, for relative
bias of the bootstrap estimates of parameters and their corresponding SEs, and Table 3, for
the coverage rate of the 95% CI. The correlation between Sy and @ was not estimated in
the large error design for both simulated and bootstrap datasets to have better convergence
rate and to keep the same model which we simulated. The transformation of random effects
and residuals were done before resampling for the methods in which they were resampled
nonparametrically. In the rich design, we found that the bootstrap methods which resample
only the residuals (Bpone,GR »Brone, IR »Brnone,pr ) yielded higher bias for the correlation term
(>9.73%). The same was observed for the case bootstrap coupled with the residual boot-
straps (Bcase,GR> Bease,iR> Bease,pr). The case bootstrap and the bootstraps of both random
effects and residuals (B, gr, By, r, Bpy,pr) showed essentially no bias for all parameters.
In terms of SE estimation, these four bootstrap methods estimated correctly all the SEs, as
the estimates were very close to empirical SEs, while the residual-alone bootstraps greatly
underestimated the SEs of all parameters, except for that of 0. On the contrary, the SE of o
was overestimated by the Base 1r. The case bootstrap, coupled with global residual bootstrap
(Bcase,cr) Or parametric bootstrap (Bcase pr), gave better estimates for SE of parameters than
the residual-alone bootstraps, but they did not work as well as the case bootstrap and the boot-
strap of random effects and residuals. In terms of coverage rate, the residual-alone bootstraps
had very poor coverage rates for all parameters (< 0.6) except for the SE of o, while the case
bootstrap and the bootstraps of both random effects and residuals provided the good coverage
rates (close to the nominal value of 0.95). According to our predefined criteria, four methods
showed good performance: B ase nones By,gr» Byir and Bp,, pr. These methods remained the
best methods for the sparse design and the large error design, with smaller relative bias for
the parameter estimates and their SEs and better coverage rates. The simulation results also
showed that the asymptotic approach provided good estimates for parameters and SEs as well
as good coverage rates as do the bootstrap candidates. In this simple setting, the convergence
rate was high: nearly all runs on the simulated datasets converged (respectively 100%, 99.8%
and 99.9% for the rich, sparse and large error designs). Convergence was also close to 100%
when applied to the bootstrap samples in the rich (100%) and large error (99.9%) design
while for the sparse design, convergence rates were slightly lower and more dependent on the
bootstrap method, going from around 90.2% for the bootstraps combining case and residuals,
to 96.7% for the case bootstrap or the bootstraps of both random effects and residuals.

In this study, we also evaluated the influence of transformation of random effects and
residuals using the ratio between the estimated and empirical variance-covariance matrices.
Non-transformed and transformed resampling were compared for all non-parametric boot-
strap methods except for the Bcase none Where no transformation was needed. The results of
this transformation in the rich design are presented in Figure 3. We found that these cor-
rections improved significantly the estimate of o, its SE as well as the coverage rate for all
applied methods. However, they only improved the estimates and the coverage rates of other
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variance parameters for B, g and B, ir.

The results for the bootstrap candidates in the different evaluated designs, providing a
more contrasted evaluation of their performance were shown in Figure S1 in Appendix. All
the bootstrap candidates provided good parameter estimates in all evaluated designs with the
relative bias within 4= 5%, except for a higher bias on o (-6.50%) observed for the B, 1r in
the sparse design. The relative bias for the variance estimates were higher for the sparse and
the large error designs compared to those of the rich design, while the relative bias of the
fixed effects remained very small (< 0.1%). All the bootstrap candidates estimated correctly
the SE of parameters, with relative biases ranging from -5% to 5%, observed in both rich and
large error designs. They estimated less correctly the SE of variance parameters in the sparse
design with relative biases ranging from -10% to 10%, especially for the case bootstrap. The
boxplots of the SEs of all parameter estimates obtained by the bootstrap candidates in all
evaluated designs are shown in Figure S2 in Appendix. The range of bootstrap standard er-
rors across the K=1000 replications did not show any practically relevant differences across
the bootstrap methods, with the exception of SE of ¢ in the sparse design. A good coverage
rate was obtained for all parameters in the rich design setting, as well as the design with large
error; the one exception is a low coverage rate for o observed for B, ;g in the design with
large error. In the sparse design, the bootstrap candidates provided lower coverage rate for
variance parameters. Across the different designs, the Bp, pr worked slightly better than the
Bease,none and the B, gr performed better than the B, 1r.

In order to understand whether the estimation method influences the performance of the
bootstrap methods, we compared the results of ML with those of REML. All the results of
ML are given in Appendix with Table S1 and Table S2. The difference between ML and
REML in relative bias of parameter estimates and their SEs and coverage rate for all boot-
strap methods and the asymptotic method in three evaluated designs are shown in Figure
S3 in Appendix. There was no difference in estimation of fixed effects and o between two
methods. However, the variance parameters (wgs, and w,) given by ML were slightly less
well estimated compared to those of REML with increase of 0.5 to 2% in relative bias and
had lower coverage rate in all evaluated designs. The difference between ML and REML in
estimation of variance parameters was more apparent in the sparse design, resulting in bigger
difference in their coverage rates (2 to 5%) observed for all bootstrap methods. In terms of
SE estimation, ML and REML provided similar estimates, except for a small difference in
relative bias (<2%) in the sparse design. Based on our criteria about relative bias, REML
was better than ML by providing unbiased estimates for almost parameters obtained by four
bootstrap candidates. REML also improved the coverage rate of variance parameters in the
sparse design while it provided similar estimates of SEs compared to ML.
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4.2 Application to real data

The asymptotic parameter estimates by ML and their SEs for the real dataset were given in
the first row of Table 4; these were taken as the true parameter values used in the simulation
study reported above. The parameter estimates by REML and the SEs of all parameters ob-
tained by the asymptotic method and the 4 bootstrap candidates for the real dataset are also
shown in Table 4. They provided similar values for both fixed-effect and variance parameters
which were also close to the asymptotic estimates. However, there were some differences
for the estimation of SE of «, w, and o between the bootstrap methods. The B ase none Yield
the highest SE for these parameters while the Bp,, pr and the asymptotic estimates were very
similar, which were both different from the remaining bootstrap methods. This finding was
not observed in the simulation study, where balanced designs with the same number of obser-
vations per subject were used and the residuals were normally distributed. The distribution of
the empirical residuals in the real dataset was investigated and a non normal distribution was
confirmed by the Shapiro-Wilk normality test. The similar results of ML for the real data are
also presented in Table S3 in Appendix.

In order to investigate the effect of the unbalance in the design, we stratified the case
bootstrap based on the number of observations per subject (nobs). The real dataset was di-
vided into 3 groups before bootstrapping: group 1 (N=40 subjects with nobs <= 5), group 2
(N=38 subjects with nobs > 5 and <=10) and group 3 (N=31 subjects with nobs > 10). The
bootstrap samples were then built by sampling subjects within each group, keeping the same
number of subjects from each group. The results obtained from this analysis are also given
in Table 4. The case bootstrap with stratification BZ%',,,.. gave similar values for parameters
as the case bootstrap and other bootstrap methods. In terms of SE of parameters, this method
provided smaller values for SEs of « and w,, and reduced the difference on SE estimation of
these parameters with other bootstrap methods, which may indicate that the case bootstrap is
more sensitive to unbalanced designs; on the other hand, stratification hardly affected the SE
of 0.

S DISCUSSION

In this paper, we evaluated different bootstrap approaches for estimating standard errors and
confidence intervals of parameters in linear mixed-effects models with homoscedastic error.
The proposed bootstraps take into account two levels of variability in the longitudinal data:
BSV and RUV. They were also compared to the residual bootstrap, which resamples only
one level of variability, and to the case bootstrap where the whole vector of observations is
resampled.

Our simulations showed that bootstrapping only residuals underestimated greatly the SEs
of parameters, except for o and provided poor coverage rates. This finding is to be expected
because the large BSV for two parameters in the evaluated designs were not taken into ac-
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count. On the contrary, the case bootstrap performed well as it provided non-biased parameter
estimates and SEs as well as good coverage rates for all parameters. Moreover, according to
Van der Leeden et al, it makes sense to resample only the individuals and collect the related
observations from the original dataset when bootstrapping cases for the repeated measures
data [14, 26]. Our results support the implication that the residual variability is somewhat
taken into account in this method; resampling cases preserves both the BSV and the RUV. It
is in agreement with the worse performance of combining residual bootstrap with case boot-
strap, in which the RUV is considered already resampled.

Another important result of this study is the good performance of bootstrapping both ran-
dom effects and residuals, either in a nonparametric or in a parametric way. They worked
as well as the case bootstrap. The incorporation of random effects into the classical resid-
ual bootstrap plays therefore a very important role for bootstrapping in mixed-effects models
context, especially when the BSV is much higher than the RUV. This approach was proposed
in various studies, such as for the resampling of multi-level data [14, 23], times series data
[10] and more recently for longitudinal data [15]. It can be an alternative method to the case
bootstrap when the model is correct (for nonparametric version) or both model and assump-
tions on distributions of parameters are correct (for parametric version). To our knowledge,
there has not been any simulation study in the literature which compares this approach to the
most commonly used method, the case bootstrap for mixed-effects models with longitudinal
data.

Bootstrapping the raw random effects and residuals does not take into account variance
underestimation, leading to shrinkage in the individual parameter estimates. To account
for this issue, we employed the correction using the ratio between estimated and empirical
variance-covariance matrix for the random effects and the residuals. It was shown to be an ap-
propriate method for linear mixed-effects models because of the improvement of estimation
for variance components. These ratios account for the degree of two shrinkages: 7-shrinkage
and e-shrinkage, which quantify the amount of information in the individual data about the
parameters [27, 28, 29]. When the data is not informative, the random effects and residuals
are shrunk toward O and high degree of 7)-shrinkage and e-shrinkage will be obtained. Sam-
pling in the raw distribution will therefore underestimate the actual level of variability in the
data, while correcting both empirical random effects and residuals for shrinkage restores this
level. This idea of accounting for the difference between the estimated and empirical variance
of residuals through an estimate of the shrinkage was proposed in bootstrapping ordinary lin-
ear models [21], and was extended for the two levels of variability found in mixed models by
Wang et al [23].

The performance of different bootstrap methods was evaluated under different conditions:
the rich design in which all parameters can be well estimated, the sparse design in which the
variance parameters are less well estimated and the large error design in which the RUV is
as important as the BSV to see whether the residual bootstraps work better. The convergence
was obtained for almost all bootstrap datasets (90% to 100%), which should not provide
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substantial bias for estimating the uncertainty of parameters. The case bootstrap and three
bootstrap methods where both random effects and residuals were resampled remained the best
methods and selected as bootstrap candidates for linear mixed-effects models. The purpose
of this work was not to determine which was the best method overall, but to eliminate boot-
strap methods that do not perform well even with linear mixed-effects models. We did note
that the global residual bootstrap was slightly better than individual residual bootstrap in the
sparse and large error designs, especially in estimating o; which is consistent with the non-
correlated structure of residuals. In addition, the distribution of resampled residuals obtained
by the global residual bootstrap was slightly closer to the original distribution of residuals.
The parametric bootstrap performed best across three evaluated designs, but it requires the
strongest assumptions (good prior knowledge about model structure and distributions of pa-
rameters). If the model is misspecified and the assumptions of normality of random effects
and residuals are not met, this method may not be robust. In practice, one of the main reasons
for using bootstrap is the uncertainty of distribution assumption, the nonparametric bootstrap
may therefore preferable to the parametric bootstrap in most applications [9].

We also investigated using ML instead of REML when performing the estimation step.
The difference in performance was small with less than 5%, but there was slightly more bias
with ML especially for the estimation of the variance parameters, which was most apparent in
the sparse design where variances were less well estimated. This means that we may expect
this to be true also for non-linear mixed effect models where ML is more often used than
REML for parameter estimation, although this needs to be verified in the non-linear setting.
This finding should be also explored further in other settings, since the superiority of REML
over ML becomes more apparent as the number of fixed effect increases, especially when the
number of subjects is limited [3].

The number of bootstrap replicates (B) depends on the estimation which we want to ob-
tain. In simple regression models, B is recommended to be at least 100 for SE estimation
and at least 1000 in the case of confidence interval estimation [30, 31]. In this simulation
study, 1000 bootstrap replicates were thought to be large enough to obtain both bootstrap SE
and bootstrap confidence interval for all bootstrap methods with linear mixed-effects mod-
els. Note that, in order to estimate directly the quantiles for 95% CI without interpolation,
B=999 should be used instead of 1000 in the future work [7]. In addition, further evaluation
on choosing the number of bootstrap will be studied, especially when bootstrapping on non-
linear mixed-effects models is much time-consuming and less stable.

Although in the simulation studies, the performance of the case bootstrap was similar
to that of the bootstrap methods resampling both random effects and residuals, when these
methods were applied to the real dataset, the case bootstrap estimated a much larger SE for
both «v and its variability, and there was also smaller differences in the estimates of o between
the different bootstraps. We found a good agreement between the Bp,, pr and the asymptotic
method, which were both different from the remaining methods. The difference between
Bp, pr and B,, ¢r could come from different assumptions on distributions, since for the for-
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mer we sample in a normal distribution while the empirical residuals used for resampling in
B, cr were in fact not normally distributed. The difference between Bcase none and B, ar or
B, 1r might due to the unbalanced design of the real dataset in which patients have different
number of observations, a structure which is preserved by the residual-bootstraps but not by
the case bootstrap. Unbalanced designs, therefore, may be more challenging for the case
bootstrap than for other bootstrap methods [7, 32], and stratification has been proposed to
handle such situations; for example when a study includes rich and sparse data it is recom-
mended to resample from both groups to maintain a similar structure in the bootstrap samples
[33]. In this study, we tried to apply the stratified case bootstrap to the real dataset. The strat-
ification could explain a part of the difference between the case bootstrap and other bootstrap
candidates by decreasing the SEs of o and w,, to the values closer to those obtained by other
methods.

In conclusion, in this study, we found that the case bootstrap performs as well as the
nonparametric/parametric bootstrap of random effects and residuals in linear mixed-effects
models with balanced designs and homoscedastic error. However, the residual bootstraps
always generate datasets with the same design as the original data and would be expected to
perform better in situations where the design is not similar for every individual. This could
be the explanation for the discrepancy between the bootstraps seen in the application to the
real data from the Parkinson study. We now plan to compare these methods for nonlinear
mixed-effects models, addressing the issues of heteroscedasticity, the nonlinearity of model,
and exploring the influence of designs with stratified bootstrap.
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Table 1 — Bootstrap methods that can be applied in mixed-effects models

Variability related to subject

None Resample = Resample ran-
individuals  dom effects
Variability None Original data  Base none
related to Resample globally NP Buone.Gr Bease.GR By.ar
observation  residuals P Buonerr Bease i Bry,pr
1nd1V1dua11y NP Bnone,IR Bcase,IR Bn,IR

NP: nonparametric
P: parametric



Table 2 — Relative bias of parameter estimates by REML and their standard errors (SE) for the asymptotic method and the
bootstrap methods in the 3 studied designs

Design Method Relative bias of parameters (%) Relative bias of SE (%)
So « ws, Wa p o So « ws, Wa p o
Asymptotic  0.05 0.19 -0.13 -0.03 -0.27  0.03 2.79 1.62 272 -1.02 499 -0.92
Bease,none 0.00 0.01 -0.85 -0.81 0.15 -0.05 2.31 1.17 -5.47 -2.97 5.04  -1.99
Brone,GR 0.00 0.00 -3.63 -2.53 1348 -0.12 -70.16  -75.26 -60.48 -66.13 -41.84 0.14
Bhone IR 0.00 0.00 0.51 -2.53 9.73 -0.61 -70.28 -75.37 -60.26 -65.89 -39.25 -2.66
Bhone,PR 004 019 372 253 1297 -0.02 -70.15  -75.22 -60.45 -66.06 -41.80 -1.04
Rich  Bease,gR 0.00 0.01 -434 -325 1323 -0.13 -1.05 -1.07  -7.75 489 -749 0.24
Bease, IR 0.05 021 -046 -332 943 -0.67 6.97 1.87 3.30 0.92 14.82  65.57
Bease,PR 0.04 0.18 -4.43 -3.26 1270  -0.01 -1.19  -128 -754 487 -7.34 -1.01
B;,.cr 0.00 -0.01 -0.80 -0.78 -0.03 -0.12 2.34 1.10 -4.88  -2.65 5.59 0.07
B, r 0.00 0.00 -0.65 -0.77  -0.17  -0.62 2.26 1.00 -4.68  -2.68 6.28 -2.68
Bp,,pr 004 019 -044 -032 -030 -0.02 2.75 1.57 229 -0.64 5.94  -0.93
Asymptotic 0.08 048 -092 -0.79 0.60 -0.99 2.96 0.04 -1.30  -2.51 -3.86 0.74
Bease,none -0.01 -0.02 -2.67 -2.63 1.24 -1.29 1.09 -1.85 -8.96 -9.77 -6.88  -8.12
Bhone,GR 0.00 0.00 -5.09 310 1924 -2.82 -62.90 -72.23 -50.93 -62.00 -4045 4.04
Brone, IR 0.00 0.00 6.83 -3.23 1052 -6.46 -64.31 -73.39 -50.54 -63.16 -32.37 11.24
Bione,PR 0.00 -0.01 -5.08 311 1925 -2.04 -62.72  -72.11 -5049 -61.97 -40.03 -4.61
Sparse Bcase,GR 0.02 0.03 -7.33 544  17.86 -2.98 314 443 -10.84 -1095 -16.09 3.38
Bease, IR 0.09 049 3.05 -6.19 5.37 -10.61 1239  -1.15 6.84 -5.09 10.56  59.45
Bease, PR 0.00 0.02 -7.27 544 17.89  -2.24 310 432 -10.62 -10.83 -15.62 -5.00
B,.cr 0.02 0.02 -241 246 037 -2.16 1.21 -1.60  -6.94  -8.51 -4.38  6.33
B, 1r -0.01 0.01 -094 -245 -126 -6.50 0.82 -1.95 -542 -8.94 0.29 10.81
Bp, pr 0.00 003 -0.84 -0.8 -0.10 -1.34 2.97 0.12 -1.86 292 -4.03 -2.11
Asymptotic  0.02 -0.06 -0.93 -1.24 0.02 -2.85 -2.05 -2.21 -3.57 1.12
Becase,none 0.00 -0.01 -1.20 -3.58 -0.08 -3.39 255 -3.53 1.06 -0.42
Bione,GR -0.01 0.01 -10.64 -24.75 -0.84 -37.47 2085 -29.94  5.66 -1.46
Brone,IR -0.01 0.01 18.63 -24.96 -2.70 -38.53 -22.32 -3490 15.70 -5.98
Bhone,PR 0.00 0.00 -10.64 -2474 -0.77 -37.44 -20.88 -29.85 5.73 -1.09
Large Bcase,GR -0.01 -0.01 -11.37 -2540 -0.83 -12.20 -12.45 -7.29 11.61 -1.29
error  Beage, IR 0.01 0.00 16.85 -30.12 -2.96 19.51 1575 1938 61.88 60.31
Bease,PR 0.00 0.00 -11.35 -25.43 -0.75 -12.11 -1230  -7.22 11.80 -1.13
B, ar 0.00 0.00 -1.07 -2.97 -0.12 -3.27 213 -2.90 1.69 0.87
B, 1r 0.01  0.00 3.20 -3.02 -1.97 -3.92 351 -1.81 3.35 -4.05
Bp, PR 0.00 001 -0.59 -246 -0.05 -2.87 -2.05 -1.78 2.13 1.01

Relative bias within + 5% is typeset in bold font
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Table 3 — Coverage rate of the 95% CI of parameters by REML obtained by the asymptotic
method and the bootstrap methods in the 3 studied designs

Design Method Coverage rate of the 95% CI of parameters
So o ws,  Wa p o
Asymptotic 095 096 094 096 096 0.94
Bcase,none 094 096 092 094 095 094
Bhone,GR 044 036 050 044 046 095
Bhone, IR 043 036 056 044 0.60 093
B
B
B

none,PR 043 036 050 044 045 094

Rich case,GR 094 095 085 0.89 072 094
case,IR 096 096 095 091 091 1.00

Bcase,PR 094 095 085 0838 072 094

B, cr 094 095 092 095 095 0.95

B, r 095 095 092 094 096 0.94

Bp,,pr 095 096 093 096 096 0.94

Asymptotic 094 094 094 094 091 0.94

Bcase,none 094 093 089 0.89 092 0.90

Brone,GR 0.53 039 060 051 066 095

Brone,IR 0.51 038 0.65 048 0.84 0.92

Brone, PR 0.53 040 0.61 050 066 093

Sparse Bease,GR 093 093 083 0.86 0.84 095
Bease,IR 096 094 098 0.88 099 0.99

Bease, PR 093 093 083 086 0.85 093

B, cr 094 093 091 0.89 094 0.95
B, r 094 094 093 0.89 096 0.92
Bp,,pr 094 094 093 094 094 094
Asymptotic 093 0.95 0.95 0.98 0.95
Bcase,none 093 094 092 093 0.95
Brone,GR 0.78 0.88 0.58 0.74 0.93
Brione,IR 0.78 0.87 0.38 0.79 0.82
Brone, PR 0.78 0.88 0.58 0.74 0.93
Large error  Bease,GR 090 091 0.71 0.75 0.93
Bcase,IR 098 098 084 0.94 0.99
Bcase,PR 090 092 0.71 0.75 0.94
B, cr 093 095 094 0.93 0.95
B, 1r 094 095 097 094 0.88
Bp,.pr 094 095 094 0.94 0.95

Coverage rate from 90% to 100% is typeset in bold font



Table 4 — Parameter estimates by REML and their standard errors (SE) obtained by the asymptotic method, the bootstrap
candidates and the stratified bootstrap in the real dataset

Parameter estimates SE
Method
So « ws, Wa p o So « ws,  Wa p o
Asymptotic (ML) 23.99 1397 11.08 12.80 0.63 5.86 1.12 140 0.84 144 0.08 0.17
Asymptotic (REML) 23.98 14.01 11.13 1293 0.63 5.86 1.12 141 0.85 146 0.08 0.17

[2 30 YL 1-H

Base.none 2402 1410 11.10 1299 0.63 581 111 182 078 204 0.10 0.54
B 2401 1411 11.07 13.03 0.63 584 102 158 077 1.80 0.10 0.54
B, cr 2397 14.02 1064 11.68 0.78 584 108 127 074 094 008 0.37
B,1n 2407 1401 1070 11.87 074 577  1.10 133 078 1.10 0.11 035
Bp, pr 2397 1401 11.07 1283 063 586 113 142 082 1.10 0.09 0.16

¢¢
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7 FIGURES
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Figure 1 — The evolution of UPDRS score over time in the real dataset used for the
simulations, including 109 patients who remained in the placebo group over the first two
years
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Figure 2 — Examples of simulated data for each design
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Figure 3 — Relative bias of parameter estimates by REML (left), relative bias of standard
errors (middle) and coverage rate of 95% CI (right), for the nonparametric bootstrap
methods without (top) and with (bottom) transformations of random effects and residuals in
the rich design (N=100, n=7, 0=5.86)
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Table S1: Relative bias of parameter estimates by ML and their standard errors (SE) for the asymptotic method and the bootstrap

methods in the 3 studied designs

Design Method Relative bias of parameters (%) Relative bias of SE (%)
So a ws, Wa p o So a ws, Wa P o
Asymptotic  0.05 0.19 -0.68 -0.57 -0.09 0.03 2.28 1.11 -3.20 -1.51 446 -0.92
Bcase,none 0.00 001 -0.85 -0.81 0.15 -0.05 2.31 1.17 -5.89 -3.42 5.07 -1.99
Brone,GR 0.00 0.00 -3.71 -2.58  13.77 -0.12 -70.16 -75.26 -60.65 -66.29 -41.76 0.13
Bhone,IR 0.00 0.00 0.47 -2.58 997 -0.62 -70.29 -75.37 -60.43 -66.05 -39.15 -2.68
Brone,PR 0.00 0.00 -3.71 -2.57  13.76  -0.05 -70.15 -75.22 -60.63 -66.22 -41.73 -1.04
Rich  Bease,cr 0.00 001 -442 -331 1352 -0.13 -1.11 -1.12 -8.22 -5.37 -71.76 - 0.24
Bease, IR 0.01 002 -036 -337 10.15 -0.71 6.94 1.82 2.80 0.41 1470 65.51
Beiase, PR 0.00 -0.01 -443 -331 1349 -0.05 -1.25 -1.32 -8.00 -5.36 -7.61  -1.01
B, cr 0.00 -0.01 -1.35 -1.31 0.16 -0.12 1.83 0.60 -5.73 -3.56 5.68 0.06
B, 0.00 000 -1.19 -1.30 0.01 -0.63 1.75 0.49 -5.53 -3.59 6.39 -2.70
Bp,pr 0.00 000 -08 -0.82 0.15 -0.05 2.24 1.06 -3.17 -1.57 6.02 -0.93
Asymptotic  0.08 048 -2.85 -2.61 148 -0.99 1.23 -1.64 -2.94 414 -524  0.74
Bcase,none -0.01 -0.02 -2.63 -2.62 0.66 -1.36 1.05 -1.89 -9.08 -9.81 -7.34  -8.35
Bhone,GR 0.00 0.00 -536 -3.28 18.81 -3.08 -62.92  -72.24 -51.06 -62.03 -41.01 3.05
Brone, IR 0.00 0.00 6.82 -3.41 9.87 -6.79 -64.35 -73.44 -50.72 -63.21 -32.67 10.07
Bhone PR 0.00 -0.01 -536 -3.28 18.79 -2.29 -62.73  -72.11 -50.61 -62.01 -40.60 -5.42
Sparse Bcase,GR 0.02 003 -760 -561 1735 -3.25 -3.45 -4.62 -11.28 -11.20 -17.67 242
Bease, IR 0.01  0.02 4.46 -5.70 8.60 -9.88 12.26  -1.37 6.40 -5.37 9.28 57.55
Bcase,PR -0.01 0.02 -754 561 17.33 -2.50 -3.41 452 -11.06 -11.06 -17.21 -5.81
B, cr 0.02 002 -426 -423 079 -2.32 -0.50 -3.27 -8.29 990 457 553
B, r -0.01 0.01 -2.65 420 -094 -6.86 -0.90 -3.62 -6.78  -10.39  0.35 9.48
Bp, PR 0.00 0.03 -2.71 -2.67 059 -1.50 1.25 -1.57 -3.39 -4.43 -428 -2.70
Asymptotic  0.02 -0.08 -1.54 -2.31 -0.01 -3.26 -2.37 -2.69 -4.09 1.06
Base,none 0.00 -0.01 -1.20 -3.64 -0.08 -3.42 -2.49 -3.52 1.00 -0.50
Bhone,GR -0.01 0.01 -10.80 -25.67 -0.88 -37.52  -20.83 -2991 6.12 -1.60
Bhone,IR -0.01 0.01 18.79 -25.98 -2.77 -38.60 -22.33 -35.03 16.20 -6.15
Brone,PR 0.00 0.00 -10.81 -25.66 -0.81 -37.48 -20.86 -29.83  6.21 -1.21
Large Bcase,GR -0.01 -0.01 -11.53 -26.31 -0.87 -12.28 -12.58 -7.37 12.05 -143
error  Beage, IR 0.01 0.00 17.58 -29.31 -2.94 19.46 1580 19.76 61.24 60.36
Bease,PR 0.00 0.00 -11.52 -26.35 -0.80 -12.27  -12.43  -7.27 12.14 -1.26
B, cr 0.00 -0.01 -1.70 -4.22 -0.15 -3.67 -2.45 -3.20 1.97 0.73
B, 1R 0.01  0.00 2.68 -4.28 -2.02 -4.34 -3.85 -2.14 3.63 -4.23
Bp, PR 0.00 0.01 -1.22 -3.72 -0.08 -3.28 -2.37 -2.08 241 0.90

Relative bias within &+ 5% is typeset in bold font
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Table S2: Coverage rate of the 95% CI of parameters estimates by ML obtained by the
asymptotic method and the bootstrap methods in the 3 studied designs

Design Method Coverage rate of the 95% CI of parameters
So o ws,  Wa p o
Asymptotic 095 096 093 094 095 0.95
Bcase,none 094 096 091 093 095 094
Bhone,GR 044 036 050 044 044 095
Bhone, IR 043 036 056 044 058 093
B
B
B

nonepR 043 036 049 044 044  0.94

Rich case,GR 094 095 084 0.88 071 094
case,IR 096 096 095 090 090 1.00

Bcase,PR 094 095 0.84 0838 0.70 0.94

B, cr 094 095 091 093 095 0.95

B, r 094 095 092 093 096 0.94

Bp,,pr 095 096 093 094 096 0.94

Asymptotic 094 094 092 091 090 0.94

Bcase,none 094 093 087 0.87 092 0.90

Brone,GR 0.53 039 057 049 063 095

Brone,IR 0.51 038 0.67 046 0.83 0.92

Brone, PR 0.53 040 058 049 063 093

Sparse Bease,GR 093 093 080 0.83 0.82 094
Bease,IR 096 094 098 0.86 099 0.99

Bease, PR 093 093 080 082 0.83 093

B, cr 094 093 087 0.86 094 0.95
B, r 094 094 091 0.86 096 091
Bp,,pr 094 094 090 089 094 0.94
Asymptotic 093 0.95 0.94 0.98 0.95
Bcase,none 093 094 092 093 0.95
Brone,GR 0.78 0.88 0.56 0.70 0.93
Bhone, IR 0.78 0.87 039 0.77 0.81
Brone, PR 0.78 0.88 0.56 0.70 0.93
Large error  Bease,GR 090 092 068 0.72 0.93
Bcase,IR 098 098 084 0.94 0.99
Bcase,PR 090 092 0.69 0.72 0.94
B, cr 093 095 092 0.93 0.95
B, 1r 093 094 097 093 0.88
Bp,.pr 094 094 093 093 0.95

Coverage rate from 90% to 100% is typeset in bold font
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Table S3: Parameter estimates by ML and their standard errors (SE) obtained by the
asymptotic method, the bootstrap candidates and the stratified bootstrap in the real dataset

Bootstrap in linear mixed-effects models

Parameter estimates SE
Method
So « ws, Wa p o So « ws,  We p o

Asymptotic  23.99 13.97 11.08 12.80 0.63 5.86 1.12 140 0.84 1.44 0.08 0.17
B ase none 24.01 1399 1098 12.75 0.63 5.85 1.12 1.84 0.83 2.00 0.10 0.53
Bitarsifnone 2394 1396 1097 12.83 0.63 5.83 1.02 156 0.78 1.79 0.10 0.52
B, cr 2398 14.02 10.56 11.52 0.79 5.84 1.08 126 0.76 090 0.08 0.35
B, 2398 1397 10.61 11.74 0.75 5.78 1.11 131 0.75 1.06 0.11 0.36
Bp, pr 2398 1397 11.03 12.70 0.64 5.86 1.12 136 0.83 1.13 0.08 0.17
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Figure S1:Relative bias of parameter estimates by REML (left), relative bias of standard
errors (middle) and coverage rate of 95% CI (right), for the asymptotic method and the
bootstrap candidates in the rich design (N=100, n=7, 0=5.86) (top), the sparse design
(N=30, n=3, 0=5.86) (middle) and the large error design (N=100, n=7,0=17.5, p=0)
(bottom). The same scales were plotted to compare bootstrap methods with each other in the
3 studied designs.
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Figure S2: Boxplot of standard errors (SE) of parameters by REML obtained by the

100, n=7, 0=5.86) (top),
100, n=7,

3, 0=5.86) (midlle) and the large error design (N

bootstrap candidates in the 3 studied designs: the rich design (N

30, n
0) (bottom). A second y-axis with smaller scale was plotted for p and ¢ in the

the sparse design (N

o=17.5, p

1000 simulations were

right side of each boxplot. The empirical values obtained by K

presented as red crosses.
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Figure S3: Difference (delta) between ML and REML (ML-REML) in relative bias of
parameter estimates (left), relative bias of standard errors (middle) and coverage rate of 95%
CI (right), for the asymptotic method and the bootstrap methods in the rich design (N=100,
n=7, 0=5.86) (top), the sparse design (N=30, n=3, 0=5.86) (middle) and the large error
design (N=100, n=7, 0=17.5, p=0) (bottom).



