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Abstract 

Dynamic Causal Modelling (DCM) has been proposed to estimate neuronal connectivity from 

functional magnetic resonance imaging (fMRI) using a biophysical model that links synaptic 

activity to hemodynamic processes. However, it is well known that fMRI is sensitive not only 

to neuronal activity, but also to many other psychophysiological responses which may be 

task-related, such as changes in cardio-respiratory activity. They are not explicitly taken into 

account in the generative models of DCM and their effects on estimated neuronal 

connectivity are not known. The main goal of this study was to report the face validity of DCM 

in the presence of strong physiological confounds that cannot be corrected for, using an fMRI 

experiment of vagus nerve stimulation (VNS) performed in rats. First, a simple simulation 

was used to evaluate the principled ability of DCM to recover directed connectivity in the 

presence of a confounding factor. Second, we tested the experimental validity using 

measures of the BOLD correlates of left 5 Hz VNS. Because VNS mostly activates the 

central autonomic regulation system, fMRI signals were likely to represent both direct and 

indirect vascular responses to such activation. In addition to the inference of standard 

statistical parametric maps, DCM was thus used to estimate directed neural connectivity in a 

small brain network including the nucleus tractus solitarius (NTS) known to receive vagal 

afferents. Though blood pressure changes may constitute a major physiological confound in 

this dataset, model comparison of DCMs still allowed the identification of the NTS as the 

input station of the VNS pathway to the brain. Our study indicates that current developments 

of DCM are robust to psychophysiological responses to some extent, but does not exclude 

the need to develop specific models of brain-body interactions within the DCM framework to 

better estimate neuronal connectivity from fMRI time series. 
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I Introduction 

Dynamic Causal Modelling (DCM) (Friston et al., 2003) has been proposed to estimate 

neuronal connectivity from functional magnetic resonance imaging (fMRI) time series 

weighted by the blood oxygen level dependent (BOLD) contrast. It is based on a generative 

model that links synaptic activity to BOLD time series using a hemodynamic model. 

Observation equations of the hemodynamic model transform the synaptic activity into a 

vasodilatatory signal, cerebral blood flow, cerebral blood volume and deoxyhaemoglobin 

content that are combined together to give rise to the BOLD signal (Friston et al., 2000). 

Synaptic activity amongst different brain regions of interest (ROI) is obtained using state 

equations that are differential equations derived directly from assumed intrinsic and extrinsic 

neuronal connectivity (see (Friston et al., 2003) for mathematical details). We have recently 

shown that estimating this hidden neuronal activity is crucial to identify appropriate 

orientation of interactions from fMRI time series (David et al., 2008). 

 DCM has been used in humans to study several cognitive systems such as language 

(Mechelli et al., 2005), visuospatial attention (Siman-Tov et al., 2007) or face perception 

(Fairhall and Ishai, 2007). Furthermore, reproducibility of DCM results over scans within the 

same scan session has been found to be excellent in an experiment on emotional facial 

expressions (Schuyler et al., 2009). However, it is well known that BOLD fMRI is sensitive 

not only to task-related neuronal processes, but also to many physiological responses of the 

central autonomic regulation system (Cechetto and Shoemaker, 2009; Saper, 2002), such as 

changes in blood pressure related to cardio-respiratory activity (Birn et al., 2006; Dagli et al., 

1999; de Munck et al., 2008; Gray et al., 2009; Wise et al., 2004). If they are directly 

measured, they can be either removed from the data before any connectivity analysis, for 

instance using subspace projection, or incorporated explicitly in a generative model of the 

data, such as a DCM, on which connectivity inferences will be performed. When they are 

task-related however, these physiological responses are correlated to neuronal responses of 
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interest and thus are difficult to remove during the preprocessing of data. Approaches based 

on partial correlation, such as partial Granger causality (Guo et al., 2008), then allow to 

model confounds as latent variables for improved estimation of causal relationships amongst 

measured time series. Because they are not explicitly taken into account in the generative 

models of the current release of DCM (www.fil.ion.ucl.ac.uk/spm8, Wellcome Department of 

Imaging Neuroscience, University College London), the effects of task-related physiological 

confounds have rarely been considered when interpreting DCM results. The main goal of this 

study was to report the face validity of DCM for fMRI in the presence of strong physiological 

confounds that cannot be corrected for, because of lack of experimental measures or lack of 

differentiability between effects of interest and non interest, using an fMRI experiment of 

vagus nerve stimulation (VNS) performed in rats. 

 Although mechanisms of action of VNS remain poorly understood, VNS is used in 

humans for treatment-resistant depression and epilepsy (Ben Menachem, 2002; Marangell et 

al., 2007; Milby et al., 2008). It has also been proposed to use VNS as a modulator of 

intestinal inflammation through the cholinergic anti-inflammatory pathway (Bonaz, 2007; Van 

Der Zanden et al., 2009). On the one hand, effects observed on the central nervous system 

are mediated through vagal afferents (80% of VN fibres), which usually are intermittently 

stimulated at 30 Hz. On the other hand, VN efferent fibres (20%) provide parasympathetic 

innervation primarily to the lungs, heart, and gastrointestinal tract and have anti-inflammatory 

properties, i.e. the cholinergic anti-inflammatory pathway (Borovikova et al., 2000; Tracey, 

2009). Current range frequency of VNS protocols for these purposes is 5-10Hz (Bernik et al., 

2002; Naritoku et al., 1995; Tracey, 2007). 

 Because the nucleus tractus solitarius (NTS), located in the brainstem, receives vagal 

afferent fibres, central effects of VNS are thought to be mediated through the numerous 

projections of the NTS into other brain regions. Neurochemical studies (Ben-Menachem et 

al., 1995; Hamberger et al., 1993; Krahl et al., 1998; Naritoku et al., 1995) suggested 

activation by VNS of the locus coeruleus and dorsal raphe nucleus, the major sources of 
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brain norepinephrine and serotonin respectively. This has been confirmed 

electrophysiologically by showing increases in neuronal firing rates in those structures after 

acute VNS (Groves et al., 2005) or after long-term stimulation treatment in rats (Dorr and 

Debonnel, 2006). In humans in vivo, central effects of VNS have been studied mostly using 

electroencephalography (EEG) (Marrosu et al., 2005), positron emission tomography (PET) 

and single photon emission computer tomography (SPECT) (see (Chae et al., 2003) for a 

review) and functional magnetic resonance imaging (fMRI) (Bohning et al., 2001; Dietrich et 

al., 2008; Liu et al., 2003; Lomarev et al., 2002; Nahas et al., 2007; Narayanan et al., 2002; 

Sucholeiki et al., 2002). Despite a significant variability in reported findings, activations in the 

medulla/brainstem, limbic regions (insula, anterior cingulate cortex, hippocampus, amygdala, 

and hypothalamus), thalamus, cerebellum, and periaqueductal grey (PAG) were most 

commonly observed. In animals, information about VNS mechanisms gathered from 

neuroimaging studies is scarce (Biraben et al., 2008; Dedeurwaerdere et al., 2005). Because 

of the modulatory properties of VNS on the central autonomic regulation system, the origins 

of BOLD effects observed during VNS might not only be glial and neuronal but also be 

strongly related to other physiological processes. The medullary nuclei targeted by VN 

indeed couple cardiac function to blood pressure and respiration, the fMRI correlates of 

which are detectable in humans (Gray et al., 2009). VNS is thus an interesting experimental 

setup to investigate the behaviour of biophysical models used to analyse fMRI signals to 

detect neural effect, as proposed in DCM. 

 Here, we first used a simple simulation to evaluate the principle ability of DCM to 

recover directed connectivity in the presence of a confounding factor strongly correlated to 

the experimental design. Second, we tested the experimental validity of this approach using 

measures of the BOLD correlates of left 5 Hz VNS specifically acquired in Sprague-Dawley 

rats at 4.7T. In Supplementary Materials, we provide a series of control experiments (heart 

rate changes during 5 Hz VNS, fMRI of VNS in vagotomised rats, fMRI during ephedrine 

injection) to ascertain the presence in our dataset of neuronal and non neuronal effects, 
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through the activation of the central autonomic regulation system. Interestingly, though 

changes in blood pressure or in heart rate may constitute a major physiological confound in 

this dataset (see Figure S2 in Supplementary Materials for experimental evidence of tight 

correlation between BOLD and heart rate), model comparison of families of DCMs still 

allowed the identification of the NTS as the input station of the VNS pathway to the brain. 

 

II Materials and Methods 

II.1 Animals 

Adult male Sprague-Dawley rats (250-350g) (Charles River, France) were housed in a 

controlled environment (12 h light/dark cycles, 20-22°C) with food and water ad libitum. All 

animals were treated according to guidelines approved by the European Ethics Committe 

(decree 86/609/CEE). Procedures were approved by the institutional animal welfare 

committees of the Grenoble Institute of Neuroscience, of the “Institut de Recherche 

Biomédicale des Armées” and of the legal French Ministry of Agriculture (authorization 

number 38 04 48). 

 A total number of 25 rats were used in this study. Eight animals were used for fMRI of 

VNS. In Supplementary Materials, validation of VNS parameters was done on 6 rats; 4 

animals underwent vagotomy and VNS fMRI; 7 animals were used to measure ephedrine 

effects in fMRI. 

II.2 VNS surgery and parameters 

Oxygen saturation and heart rate were monitored during surgery. Anaesthesia was induced 

with 5% isoflurane in air/oxygen mixture (8:2) and maintained during surgery at 2.5%. An 

incision was made over the ventral region of the neck. Then the left (or right for the first 

experiment comparing left and right VNS) VN and the carotid artery were isolated. A bipolar 

electrode (Cyberonics Inc., Webster, Texas, USA) was gently wrapped around the pack and 
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connected to a stimulation chain: S88 stimulator, SIU5 isolation unit, CCU1 constant current 

unit (Grass Technologies, Astro-Med, RI, US). VNS was performed using biphasic pulses 

with the following parameters: 1mA, 5Hz, 500µs pulse width and cycle of 9 s ON / 51 s OFF.  

II.3 Animal preparation for fMRI  

Immediately after electrode implantation, a bolus of 0.5 mL/kg dexmedetomidine 

(Dexdomitor, Pfizer) was administered in the hind limb muscle on a 1 minute basis, and 

isoflurane was discontinued to maximize the specificity of BOLD activations (Weber et al., 

2006). Animals were then placed in a rat holder (Bruker, Germany) and fixed with tooth bar 

and ear plugs to prevent any motion. Respiratory rate, temperature and heart rate were 

visually monitored throughout fMRI experiments. ECG was recorded using two gold plated 

electrodes and conductive gel fixed with micropore surgical tape placed on the right forelimb 

and the left hind limb. Experiments where animals presented abnormal respiratory patterns 

were discontinued and these animals were removed from the study. Body temperature was 

maintained by a water-circulating heating-pad. All physiological measures were done with a 

MR-compatible small animal monitoring and gating system (Model 1025, SA Instruments 

Inc., Stony Brook, NY, USA). The electrode was connected to the stimulator, and animals 

were inserted in the magnet. Animals were freely breathing an air/O2 mixture (9:1) during 

fMRI experiments that lasted no longer than 60 minutes. At the end of fMRI experiments, 

animals were anesthetized with 2.5% isoflurane in air/O2 mixture during removal of 

electrode. They were then euthanized with an intracardiac injection of Pentobarbital 

(Dolethal®; 200 mg/kg). 

II.4 MR parameters 

FMRI experiments were performed on a 4.7 T Bruker Avance III horizontal animal scanner, 

equipped with a 21 cm shielded gradient system (600mT/m). Radiofrequency transmission 

was achieved with a 12 cm diameter volume coil, and the resonance signal was received 
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with a surface coil placed over the head of the animal to allow an optimal recording of the 

brain and brainstem. Both coils were actively decoupled from each other. 

FLASH pilot slices in three directions were acquired to position the animal in the 

magnet with the plane of the interaural line at the magnet center. A field map was then 

acquired, and shimming on whole brain was performed using MapShim (Bruker). Final shim 

was within 50 Hz on the entire brain for each animal. Anatomical images were acquired for 

brain normalization using a RARE sequence: TE = 13.125 ms; effective 52.5 ms; TR = 5800 

ms; RARE factor = 8; acquisition time = 3min30s. 

Once all physiological parameters were stabilized, three fMRI sessions of 10 min 

duration each were acquired. BOLD signals were obtained using coronal multi-slice gradient-

echo EPI with the following parameters: TE = 30 ms (echo position 33%, no zero-filling); TR 

= 3 s; BW = 200 kHz; flip angle 75; 25 consecutive slices of 1 mm thickness; FOV = 

25.6x25.6 mm; matrix of 64x64 pixels, allowing a spatial resolution of 0.4x0.4x1 mm. 

A standard block design was used for VNS, alternating ON and OFF periods 

expressed in scans as follows: 10 OFF + 9 x [3 ON + 17 OFF] + 3 ON + 7 OFF. Duration of 

each session was 10 min. Animals were allowed to rest for at least 7 minutes between two 

successive sessions. 

II.5 FMRI data analysis 

Standard fMRI data analysis was done using SPM5 (www.fil.ion.ucl.ac.uk/spm, Statistical 

Parametric Mapping, Wellcome Department of Imaging Neuroscience, Functional Imaging 

Laboratory, London, UK). Some routines of this software were adapted to rat imaging in 

accordance with (Schweinhardt et al., 2003). DCM analyses were performed using SPM8. 

II.5.1 Preprocessing 

For each session, EPI volumes were first realigned to account for motion correction. Then all 

images were normalised to a template with coordinates chosen according to the rat atlas of 

Paxinos and Watson, with the origin at the bregma (Paxinos and Watson, 1997). Practically, 
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we used the T2 template kindly provided by Schweinhardt et al., who have provided useful 

guidelines to construct specific small animal templates on any MR system (Schweinhardt et 

al., 2003). Normalised images were resampled to reach an isotropic spatial resolution of 0.4 

mm. Finally, normalised EPI images were smoothed with a Gaussian kernel of 0.8 mm 

FWHM, and detrended using a high-pass filter based on the discrete cosine transform 

(standard cutoff of 1/128s). 

II.5.2 Statistical maps of BOLD changes 

Statistical analysis of BOLD signals was done on smoothed, normalised and realigned EPI 

images. The regressor of interest was obtained by convolving the VNS paradigm with the 

canonical hemodynamic response function provided in SPM5. For each animal, maps of the 

t-statistic of activations were obtained by correlating the high-pass filtered time series of each 

voxel with the regressor of interest using a standard first-level statistical design (Friston et al., 

2005). Activations at the group level were obtained using a fixed-effect analysis following 

guidelines provided in (Friston et al., 1999). The decision to perform a fixed-effect analysis 

was based (i) on the reduced number of animals in each condition, which was too small to 

perform a random-effect analysis, and (ii) on the good reproducibility between animals of the 

activation patterns. 

II.5.3 Dynamic Causal Modelling 

In DCM for fMRI (Friston et al., 2003), a bilinear neuronal state equation specifies the 

connectivity between brain regions. The synaptic activity is then transformed into BOLD 

signals using a hemodynamic model. Knowing the data and the stimulus input (VNS 

paradigm), DCM proceeds to a conjoint estimation, from the measured BOLD time series, of 

the neuronal connectivity and of the hemodynamic parameters. The evidence of a dynamic 

causal model is defined by its marginal likelihood obtained after model optimisation (Penny et 

al., 2004). Comparing competing models can thus readily be performed by comparing the 

model evidence (the most plausible model is the one with the largest evidence). Here, the 



Reyt et al.: Dynamic causal modelling and physiological confounds: A functional MRI study of vagus nerve stimulation 

 

 10 

model log-evidence was approximated by the model negative free energy. The free energy is 

the quantity (objective function) optimised by variational Bayes methods implemented in 

SPM8 for DCM (Friston et al., 2007). It provides a bound on the log-evidence for any model 

(exact for linear models). Assuming each data set is independent of the others and that only 

one model underlies brain responses, the log-evidence at the group level in a fixed effect 

(FFX) analysis is simply obtained by adding the log-evidence of each session (Garrido et al., 

2007). To diminish the sensitivity to outliers, which may be important in small group samples, 

and to the possibility that various brains react differently to the same stimulus, a methodology 

for random effect (RFX) analysis of group model evidences has recently been proposed 

(Stephan et al., 2009). We performed both FFX and RFX analyses on actual data for 

comparing group evidence using DCM code as implemented in SPM8. 

 When many models are compared together, finding “the best model” may be 

inadequate because of the large number of experimental factors and modelling 

approximations that remain insufficiently controlled to detect small differences amongst 

models. To overcome this shortcoming, it has been proposed very recently to combine family 

level inference and Bayesian model averaging within families (Penny et al., In press). Family 

level inference indeed removes uncertainty about aspects of model structure other than the 

characteristic of interest. Here, we tested whether DCM was able to recover two aspects 

from known neuroanatomy: (i) the NTS receives vagal afferents; (ii) interregional connectivity 

is largely bidirectional. 

To estimate whether VNS activations could be explained by propagation of NTS 

neural activity, after receiving all vagal afferents, the time series of deactivated regions by 

VNS were first extracted. Second, according to observed deactivations, five ROIs were 

delineated from the rat atlas of Paxinos and Watson (Paxinos and Watson, 1997) and were 

chosen as follows (Figure 1 & Table 1): NTS, cingulate cortex (Cg), retrosplenial granular 

cortex (RSG), anterior hippocampus (restricted to CA1), and insula (AI). ROI time series 

were obtained for each session using the SPM ROI tool, which computes the first scaled 
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eigenvariate (i.e. weighted mean) of the time series of voxels (between 130 and 200 voxels 

per ROI, on average) selected by applying the anatomical mask of the ROI (Figure 1) on the 

map of negative t-values, thresholded at p<0.001 uncorrected. Finally, 410 DCMs were 

generated as follows, in a constrained way because it was not practically feasible to test all 

possible models: Given 5 ROIs, there exist 41 possible graphs which connect uni-

directionally ROI 1 to the others (with serial or parallel connections, ROI 1 receiving an 

extrinsic input modelling VNS afferents). Assuming that all regions could potentially receive 

the VNS input, 41x5=205 unidirectional models with a single extrinsic input were generated 

and estimated. The location of the extrinsic input defined a family of model (named according 

to the input station) and the point (i) above (whether DCM for fMRI estimated the NTS as 

being the input station of VNS) was addressed by using Bayesian model comparison (FFX 

and RFX) of the five families. In addition, 205 bidirectional models were generated from the 

previous 205 unidirectional models and fitted to the data. By comparing the two families 

defined by unidirectional and bidirectional connections, the point (ii) above (whether DCM 

estimates bidirectional long range brain connectivity) was finally investigated. 

 

Figure 1 & Table 1 about here 

 

II.6 Simulation 

To evaluate the sensivity of DCM to detect causal relationships as a function of the amplitude 

of confounds, we set up a toy model: 2 ROIs were considered (1 & 2) that were mutually 

connected with a weight of 0.7. Time series of 10 min duration were generated with 

parameters similar to those in Experimental Section II.4: 180 scans, TR = 3 s, input u on ROI 

1 same as the VNS function. Time series  and  of ROIs 1 & 2 were generated by 

integrating the following state equations: 
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where ,  is time,  are the neuronal states and  are BOLD time 

series obtained from  using the hemodynamic model  with canonical parameters as 

described in (Stephan et al 2007). Normally distributed random noise with unit variance, 

€ 

ε t( ), 

was assumed to model physiological and experimental noise uncorrelated to stimulation 

€ 

u t( ). Positive parameter 

€ 

σ  allowed to tune signal to noise ratio (SNR). 

 Physiological confounds  were defined as: 

 .          (2) 

They were thus highly correlated to BOLD time series  generated by neuronal activity . 

Measured time series m were assumed to be a linear combination of  and : 

           (3) 

where  is the confound to neuronal hemodynamic response ratio. It was then varied from 0 

(no confound) to 10. SNR was defined as the ratio between the standard deviations of 

€ 

m t( ) 

and of 

€ 

σε t( ), and was varied between 5 and 1. For each tested values of the pair 

€ 

r,SNR[ ] , 

generated time series 

€ 

m t( ) were fitted using two models: the true model (model A) as 

described by the neuronal state equation (1), and two false models in which the extrinsic 

input impinged on ROI 2 only (model B), or on both ROIs (model C) (Figure 2). 

 The influence of the confounds  on DCM ability to detect true directionality of 

information flow between ROI 1 and ROI 2 was evaluated by plotting the difference in log 

model evidence (approximated by the negative free energy) of models A, B and C, as a 

function of  and of SNR. 
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III Results 

III.1 Simulation 

Figure 2A shows two minutes of simulated time series with hemodynamic response function 

(HRF) amplitude normalised to 1 for display. The “true” generative model used here is 

defined by Equation (1). The three first panels show different degrees of contamination by 

confounds (common mode of original time series) defined by different values of parameter , 

without random noise (

€ 

SNR = Inf , i.e. 

€ 

σ = 0). As one might expect from the design of this 

simple simulation, increasing  induced a reduction of the time delay between the activity of 

ROIs 1 & 2, and therefore challenged the detection of information flow from ROI 1 towards 

ROI 2. The three last panels show examples of simulated BOLD time series for the different 

values of SNR. 

 Figure 2B shows the difference of negative free energy (approximate of log model 

evidence) between Models A & B (top) and Models A & C (bottom), when fitted to data 

shown in Figure 2A and averaged over 50 realisations, as a function of parameter  and 

€ 

SNR. When  increased, model evidences decreased (global effect of confounds not 

shown) and also the difference of log evidence between the Models A & B. The effect of 

random noise (quantified by the SNR) was similar to that of correlated confound. Model A 

(true model) always remained more plausible than Model B (indicated a false position of the 

extrinsic input), as indicated by its largest log evidence. However, the difference between 

Models A & C was not significant (a value of 3 if log evidence being a common threshold 

value for significance), whatever the degree of noise considered.  

 

Figure 2 about here 
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III.2 fMRI of VNS 

Highly significant VNS-related deactivations (p<0.001, FWE corrected) were found at the 

animal level and at the group level (n=8) (Figure 3). No significant activations were observed, 

neither at the group level nor at the animal level. While most of the brain was found to be 

deactivated at the group level, the strongest deactivations were mainly located in subcortical 

structures, such as the anterior NTS, the locus coeruleus, the parabrachial nucleus and the 

vestibular nucleus, in the anterior hippocampus, in the inferior and superior colliculi, or in the 

cerebellum. Most significant cortical deactivations were found in the retrosplenial, prelimbic, 

infralimbic, anterior cingulate and agranular insular cortices. 

 

Figure 3 about here 

 

Three rats were removed from DCM analyses because the signal-to-noise ratio was too poor 

in the predefined ROIs. In the remaining five rats, BOLD time series recorded during 

stimulation of the intact left VN were well fitted by the different DCMs of Figure 1. Bayesian 

model selection was performed at the group level on families of models (Penny et al., In 

press) to test two main features (Figure 4). First (Figure 4 left), we addressed the 

identification of the input station of VNS by grouping together the 41 models having the same 

extrinsic input. We found a clear preference for models receiving vagal afferents on the NTS 

(FFX posterior probability: AI=0, CA1=0, Cg=0, NTS=1, RSG=0; RFX exceedance 

probability: AI=0.0003, CA1=0.0002, Cg=0.1474, NTS=0.8493, RSG=0.0028). Second 

(Figure 4 right), we verified that the DCM approach was capable to detect the presence of 

bilateral long range connectivity by comparing the 210 models with bilateral connections 

against the 210 other models with forward connections only (FFX posterior probability: 

Unidirectional=0, Bidirectional=1; RFX exceedance probability: Unidirectional=0, 

Bidirectional=1). Finally, the most plausible model (Figure 4 middle) was identified as the one 
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combining those two features, with the fastest spreading from the NTS towards other regions 

(i.e. direct connections). 

 

Figure 4 about here 

 

 

IV Discussion 

To our knowledge, the central effects of VNS at a low frequency of stimulation have been 

rarely explored (Lomarev et al., 2002; Osharina et al., 2006). Here we provided the first fMRI 

study of acute VNS performed in rodents. Highly significant VNS-related deactivations were 

found in large portions of the brain, and particularly in the NTS and closely connected 

structures, such as the parabrachial nucleus, the locus coeruleus and the hippocampus. The 

VNS-induced fMRI deactivation of the cerebellum was also in agreement with the known 

anatomical projections of the NTS to the inferior portions of the cerebellum (Xu and Frazier, 

1995). Significant deactivations were also reported in the prefrontal cortex and retrosplenial 

cortex, regions which are known to express c-Fos protein, an indirect marker of basal level of 

neuronal firing, after continuous 30 Hz VNS (Naritoku et al., 1995). 

 The observed massive deactivation of the brain is different from reported findings in 

the only other study of VNS using functional neuroimaging published in rat (Dedeurwaerdere 

et al., 2005), where glucose metabolism, as measured by FDG-PET, significantly changed 

during acute VNS only in the hippocampus (decrease) and olfactory bulbs (increase). In 

patient studies of acute VNS, local activations and deactivations were also reported (Bohning 

et al., 2001; Dietrich et al., 2008; Liu et al., 2003; Lomarev et al., 2002; Nahas et al., 2007; 

Narayanan et al., 2002; Sucholeiki et al., 2002). The differences between these findings and 

ours can be explained by several factors, such as diversity in stimulation protocols or in 

animal preparation. It is also difficult to directly compare results obtained in rats and in 
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humans. In fact, two elements led us to consider a strong cardio-respiratory contribution to these 

deactivations: (i) deactivation of the brain was concomitant with a transient decrease of heart rate (6% 

of heart rate decrease measured during 1 h left VNS, see Supplementary Materials); (ii) the most 

significantly deactivated structures belonged to the central autonomic regulation system (Saper, 

2004). Two experimental controls to further understand BOLD statistical maps of acute VNS were 

performed (see Supplementary Materials): (i) No brain activation was found when vagal afferents were 

cut, whereas brain activations remained unchanged when vagal efferents were disrupted. Critically, 

this series of oriented vagotomy experiments demonstrated a major role taken by afferent fibres in 

comparison to efferent fibres, and thus suggested the necessity of the activation of regulation nuclei of 

the mesencephalon to explain BOLD responses to VNS. (ii) BOLD responses to ephedrine injection 

showed a significant positive correlation with heart rate changes (ephedrine increases heart rate 

(Avois et al., 2006)) in many brain regions also deactivated during VNS. VNS and ephedrine results 

put together, they suggested that the negative sign of BOLD activations during VNS was mainly driven 

by heart rate decrease. 

Because weak bradycardia accompanied VNS, it remained difficult to distinguish 

neuronal effects and cardio-respiratory effects, which are known to participate significantly to 

BOLD signals (Birn et al., 2006; Dagli et al., 1999; de Munck et al., 2008; Gray et al., 2009; 

Wise et al., 2004). DCM as used in this study can be perceived as a way to investigate 

whether there were neuronal components into measured fMRI signals. Indeed if inferred 

neuronal connectivity agreed with known neuronal circuitry, i.e. the NTS receives afferent 

inputs, then an indirect demonstration of the neural nature of measured BOLD signals would 

have been provided. Model comparison at the group level showed it was the case since the 

NTS region was the most likely structure amongst five candidates to receive VNS inputs, in 

agreement with strong knowledge about neuroanatomical underpinnings of VNS. Moreover, 

DCM results were reinforced by the fact that we found clear evidence for bilateral long range 

connectivity, as commonly found in neuroanatomical studies. The best model at the group 

level (Figure 4) indicated fast (i.e. direct) connections from the NTS towards other brain 

regions. This is very reminiscent of the view of the NTS as a “hub”, or input station to the 
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brain. It also indicates that DCM finds effective connectivity between regions that are not 

anatomically directly connected. This may be the case for CA1, which is known to receive 

signals from the NTS, but probably through the amygdala or the locus coeruleus (which were 

not included in the DCMs and therefore acted as latent variables here). 

Along with other electrophysiological validation studies of DCM combined with fMRI 

(David et al., 2008) or microdialysis recordings (Moran et al., 2008), this new experimental 

validation of DCM for fMRI is important for two reasons: (i) it is the second demonstration of 

the ability of DCM for fMRI to estimate neuronal connectivity features in agreement with prior 

knowledge in rat datasets and thus confirms conclusions derived in (David et al., 2008); (ii) it 

shows that DCM is able to recover the presumed neural input region in the presence of 

physiological noise. This may be because the state equations of the hemodynamic model are 

well suited to fit smooth physiological responses and that priors on hemodynamic parameters 

are sufficiently relaxed to allow to do so, i.e. to capture neural or indirect hemodynamic 

variability (David et al., 2008; Friston, 2009; Roebroeck et al., 2009). 

To further illustrate this point, we performed a short simulation on a toy model 

composed of two interconnected regions where a hemodynamic confound modelling task-

related physiological responses was assumed to be symmetrically correlated to the neurally 

induced hemodynamic activity of each region (Figure 2). The evidence of DCMs was 

obviously sensitive to the presence of correlated confounds. However, it was possible to 

detect the true model as being the most plausible model having generating the data when 

the models used distinct extrinsic inputs (Models A & B). The limit of significance was 

nonetheless reached for strong correlated confounds (r>300%), for different degrees of 

uncorrelated random noise (experimental or physiological). When the models shared 

common inputs (and probably extrinsic inputs that bypass true intrinsic connectivity such as 

in Model C), DCM was not able to differentiate models from average log evidence, for any 

noise level. This interesting result is reassuring for DCM analyses in fMRI, in general, as long 

as the location of extrinsic inputs is well motivated on the basis of strong anatomical 
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knowledge of brain afferents. However, in other configurations, such as asymmetric 

confounds, additive experimental noise or more complex DCM architectures with potential 

interactions between intrinsic (i.e. between brain regions) and extrinsic (e.g. stimuli) 

connectivity, this ideal scenario could potentially be challenged and reversed. 

Robustness of DCM in the presence of physiological responses as demonstrated 

here may not be true for all studies. Indeed, psychophysiological measurements, such as 

cardiac, vascular, respiratory, electrodermal, gastrointestinal, and papillary monitoring, may 

reveal subtle processes during brain-body interactions that are modulated by the 

experimental context, e.g. emotion or arousal level (Gray et al., 2009). Because DCM aims at 

revealing changes of neural connectivity associated to differential contextual responses, 

changes in physiological responses may be wrongly interpreted as changes in neuronal 

weights in the absence of an adapted generative model of brain-body interactions. 

Developing such models may be very important for future fMRI studies completed by parallel 

physiological monitoring to ascertain the validity of a neuronal interpretation of BOLD 

activation maps. This task is exciting but very complex and was well beyond the scope of this 

paper. Hopefully, fMRI modellers would soon come up with a solution to this problem. 
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Table Legends 

 

Table 1: List of ROIs used in DCM. 

See Figure 1. Coordinates indicate the centre of ROIs, in the atlas of Paxinos and Watson 

referenced to bregma (Paxinos and Watson, 1997). D-V: dorso-ventral; M-L: medio-lateral; 

A-P: antero-posterior. 

 

 

Centre coordinates 
DCM 

ROI 
Anatomical structures 

Abbreviations in 

Paxinos and 

Watson atlas 
D-V M-L A-P 

AI 
Nucleus of the solitatory tract / 

Vestibular nucleus 
Sol / VE  -8 ±1.2 -13.2 

CA1 Field CA1 of hippocampus CA1 -3 ±1.2 -2.8 

Cg Cingulate cortex Cg1 / Cg 2 -2.4 ±0.3 0.5 

NTS 

Nucleus of the solitatory tract / 

Vestibular nucleus / Prepositus 

nucleus / Intercalated nucleus of 

the medulla / Gracile nucleus 

Sol / VE / Pr / In / Gr -8 ±1.2 -13.2 

RSG 
Granular and agranular 

retrosplenial cortex 

RSGa / RSGb / 

RSA 
-1.7 ±0.8 -5.6 
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Figures 

 

 

Figure 1: Dynamic Causal Modelling of VNS in rat. Left: Regions of interest are 

superimposed on a T2 rat template (coronal slices shown every 0.5 mm, in posterior to 

anterior order). Right: Nine among the 410 tested DCMs of VNS. NTS: nucleus tractus 

solitarius; CA1: hippocampus (anterior part); AI: insular cortex; RSG: retrosplenial granular 

cortex; Cg: cingulate cortex. 
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Figure 2: Simulation of Dynamic Causal Modelling with correlated confounds. A: 2 minutes 

of generated time series (HRF with amplitude normalised to 1) with the “true” model defined 

by Equation (1). The three first panels show different degrees of contamination by confounds 

(common mode of original time series) defined by different values of parameter , without 

random noise (

€ 

SNR = Inf , i.e. 

€ 

σ = 0). The three last panels show examples of simulated 

BOLD time series for the different values of SNR. B: Difference of negative free energy 

(approximate of log model evidence) between Models A & B (top) and Models A & C 

(bottom), when fitted to data shown in A and averaged over 50 realisations, as a function of 

parameter  and 

€ 

SNR.  
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Figure 3: Deactivations induced by vagal nerve stimulation (group study, n=8). Left: Map of 

negative t-value (thresholded at p<0.001, FWE corrected) showing deactivations. Top right: 

group average of BOLD signal variations in the NTS (blue) superimposed on the regressor of 

interest (red) obtained after convolution of the canonical hemodynamic response with the 

stimulus function (black). Bottom right: Average over all stimulations. 
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Figure 4: Group level (n=5) Bayesian selection of families of the 410 tested models. Top: 

fixed-effect analysis (FFX) showing family posterior probability; Bottom: random-effect 

analysis (RFX) showing family exceedance probability. Left: Families were constructed to 

estimate the input station of the VNS (family labels indicate the input structure) and results 

indicate the NTS as the most likely. Cg comes second and probability is very weak for other 

scenarios. Right: Families grouped together models with unidirectional or bidirectional 

interregional connectivity. Clear evidence is for the existence of bidirectional long range 

neuronal connections. Middle: Most likely model amongst the 410 tested models. 

 


