S2. Specific researches for the HPM training
Control of the structural continuity: 

The consecutive HPM neurons show overlapping information (i.e., PB distributions). This property ensures a structural continuity of the successive local prototypes. In the present study, we forced the training to maintain a maximum of continuity between the consecutive structural classes (i.e., contiguous local fold clusters). Hence, the “forcing rule” we proposed is expressed as follows: when a fragment f of a given protein is assigned to the HPM site s, the score for the consecutive fragment f+1 (corresponding to a shift of one position, one PB) in the site s+1 is compared with the maximum score. If the relative variation is lower than a given threshold (e.g., 20%), the fragment is assigned to the site s+1 in order to ensure continuity. The percentage of continuity is computed by the fraction of consecutive fragments in the same proteins located in consecutive HPM sites. The threshold is chosen during the training phase to obtain a percentage of continuity equal to 70% at least. This implies that a fragment and its consecutive one have an a priori probability of 0.70 to be located in consecutive structural classes.

Deletion of fragments weakly represented:

The introduction of structural fragments weakly represented in the HPM may induce an increase of fuzzy HPM regions during the training. So, we proposed to delete certain structural fragments in the HPM training because they were too distant from the structural classes of the library, i.e., associated to low optimal score values. These structural fragments were identified according to their maximal adequacy scores, i.e., Smax. The fragments were kept for the training when Smax was greater than a cutoff, Scmin. This cutoff value was chosen equal to 5 since this value corresponded to fragment elimination less than 6%.

94.2% of the fragments from the training databank were involved in the HPM training, i.e., 99,214 structural fragments. 5.8% of the structural fragments (i.e., 6,126 fragments) were removed because they had maximal log odds scores less than the Scmin cutoff fixed at 5. They represent the less frequent series of PBs. 

For the training of HPM with gaps, 1,798 fragments were eliminated (i.e., 1.7%) because their log odd scores were less than the cutoff Scmin fixed at 0. This user-fixed cutoff value is lower because the introduction of gaps in the structural fragments favors an increase of the log odds score values (the mean score value is equal to 12.2 for the HPM with gaps versus 11.0 for the HPM without gaps).
