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Abstract— This paper describes a modeling method of the
tissue temperature evolution over time in hyperthermia. Mae
precisely, this approach is used to simulate the hepatocel-
lular carcinoma curative treatment by a percutaneous high
intensity ultrasound surgery. The tissue temperature evaltion
over time is classically described by Pennes’ bioheat trafer
equation which is generally solved by a finite difference métod.
In this paper we will present a method where the bioheat
transfer equation can be algebraically solved after a Fouer
transformation over the space coordinates. The implementi&on
and boundary conditions of this method will be shown and
compared with the finite difference method.

I. INTRODUCTION

At an early stage, the hepatocellular carcinoma (HCC)
is commonly confined to a solitary mass which is poten-
tially curable by a percutaneous surgical resection such
as percutaneous ethanol injection, or radiofrequency-abla
tion [1]. Ultrasound surgery are now proposed within this
interstitial applicators context [2]. The therapeuticasiound
device is composed of a small (3 mm x 10 mm) planar
ultrasonic mono-element transducer encapsulated & 4
mm cylindrical interstitial applicator which is set within
the tumor under ultrasound image guidance. The therapy
consists in a sequence of exposures. After each exposure
the applicator can be rotated by a specific angle in order to
deposit heat according to the tumor geometry. This method
offers the advantage to be more controllable in depth and
direction than other interstitial heating modalities. &.iny
other minimally invasive image guided therapy, its clitica
application requires an efficient planning at the pre-ofpera
stage. This paper will deal with the design of a physically-
based model of the delivered thermal dose.

The framework of the modeling involves to compute 1)
the tissue temperatufE evolution over time and then 2) to
estimate the thermal damages (the necrotic volume) inducg
by the heating [3], [4].

where: p, and C; refer to tissue density and specific
heat; k, V2T models the thermal diffusion with, the
thermal conductivity of tissudy p,Cy, (T, — T') models

the effect of perfusion wher&, p,, C;, and T, are
respectively the perfusion rate per unit volume of tis-
sues, the density, the specific heat and the temperature
of blood; and@ the rate of the heat per unit volume
of tissue produced by the source.

In the case of high intensity ultrasound thera@yis

an acoustical power given b§ = 3fp?/p.c where

(3 is the absorbtion coefficient of ultrasound in tissues
which depends on the tissue temperature [g]ithe
ultrasound frequency;, the ultrasound velocity ang

the pressure delivered by the ultrasound device which
depends on the physical and the tissue assumptions [7].

2) The concept of thermal dose [8] is used to assess

thermal damages. For each location and history of tem-
perature, the thermal dose is defined as an equivalent
time the temperature of reference 4§°C should be
applied to obtain the same thermal damage. It can be
computed directly from the temperature map:

t
Dagoc(w,y,2,t) = RWTw2DAr - (2)
i=1
with R = 0.5 if 7' > 43°C and R = 0.25 otherwise.
Liver tissues are considered as irreversibly thermally
damaged whe3.¢ > 340 minutes [9].

The BHTE (1) is generally solved by finite difference [10]
or finite elements methods. A previous study (in 2D) has
shown that in the case of non perfused tissgés= 0)
the partial equation in time can be explicitly solved in the
spatial frequency space [11]. But the liver is one of the
maost vascularized human tissue so perfusion can no more
e considered as negligible. In this paper we will extens thi
idea to solve the BHTE in the spatial frequency space in

1) Classically in hyperthermia, the tissue temperaflire 3p wijth perfusion and combine it to the 3D modeling of
evolution over time is obtained by solving Pennesihe thermal coagulation necrosis induced by an interstitia

bioheat transfer equation (BHTE) [5]:
oT 5
ptCtE =kVT+VpCp(Ty —T)+Q (1)
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ultrasonic transducer in the liver [4].

Il. METHODS

A. BHTE solving
If we consider that the coefficients, C;, k¢, V, pp, and
Cp remain constant over time, then (1) can be rewritten as:

IT(x,t) _ BV?T(x,t) + C(Ty(x) — T'(x,t))

ot
+Qx, 1) (3)



where: x is the spatial coordinates, the time parameter,
A= ptCt, B =k andC = Vprb.

If we take the Fourier transformation of (3) over the
space coordinates and use the property thakf'(k) is a
differentiable function with Fourier transford*(v) (where
the symbol* denotes the Fourier Transform andhe spatial
frequency coordinates), then the Fourier transform of its
derivative is given byj2rvF*(v), so:

OT*(v,t)

A@t

= —4n?v2BT*(v,t)+ O (T} (v) — T* (v, 1))
+Q(v,t) (4

The second order partial differential equation over thecepa
domain is translated into an algebraic equation.

If we consider that the acoustic powé)(x,t) remains
constant over time, (4) can be rewritten as a first-order

This threshold is incorporated in the model using the
iterative process described previously.

In [4], [7], we have shown that for more realistic mod-
eling, the acoustic powef) is temperature dependent
and so does not remain constant over time. However,
because the temperature evolution over time is relatively
slow, we can consider tha remains constant during

a time stepAt. So @ needs only to be actualized after
eachAt and can be incorporated in the model using the
iterative process described previously.

The implemented algorithm can so be summarized by:

1)

Initialization. T3 (x) is build by setting the temperature
within the interstitial ultrasonic transducer to the tem-
perature of the cooling water and 33°C elsewhere.
Ty (v) is then computed. At =0, T}, (v) is set the
same ag} (v). Q(x) and soQ*(v) are also computed
att =0.

differential equation over the time: 2) Temperature map estimation. At t+At, T* (v, At)
. is computed using (6) in order to estimatéx, At).
AM + (472 B 4 O)T* (v, 1) 3) Boundary effects and thermal doge&(x, At) is mod-
ot . . ified in order to take the cooling water effect and
=CTy(v) +Q"(v) (5) temperature threshold into account. The thermal dose
If T7,;:(v) is the Fourier transform of the initial temper- (2) is updated. .
ature map at = 0, an analytical solution can be found for 4) Acoustical powerQ(x) can be computed by taking
(5): new shooting parameters and/or the new temperature
map T'(x, At) into account.
s 5) Next iteration initialization. The neW} ,,(v) is esti-
T*(v,t) = TF, (V) exp~ A" mated from the Fourier Transform Gf(x, At) mod-
CTy(v) + Q*(v) X _ustpion . |f|(.ad.at step 3. The new*(v) is glso f:omputed.
1V B 1 C —exp (6) t is incremented byAt and a new iteration can be

B. Implementation and boundary conditions

computed from step 2.

IIl. RESULTS ANDDISCUSSION

Some properties of the ultrasound therapy and boundaR/ Simulation context

conditions must be taken into account for the implementa-
tion:
« The thermal dose (2) is an integration. The temperatu
must be computed at several time steys
« The front transducer face is cooled by a continuous flo

The temperature of the cooling water serves as an isg
thermal boundary condition. But this condition canno
be described explicitly in (6). However, this condition
can be incorporate in the model by the following
iterative process:
1) With (6), compute explicitly?’(x, At), the tem-
perature map at a specific time stéyp.

For evaluation purpose, we choose to simulate a real in-

Iyé'vo experiment described in [2]. A 10.7 MHz therapeutic
ultrasound was positioned inside the liver of pigs, away
\Hom large blood vessels. This animal experimentation was
u:ilgproved by a veterinarian ethics committee. The exposure
onditions were set td:4 W /cm? for the intensity measured

y a force balance at the surface of the applicaid?C for

the transducer cooling water temperature and 20 s for the du-
ration of the exposure. Four thermocouples were introduced
inside liver on the acoustic axis of the transducer right at
the end of the 20 s-long exposure. The maximum increase
of temperature was measured at four different positiors: 2.

. 5, 7.5 and 10 f th licat face.
2) In T(x,At), modify the temperature for the an mm from the applicator surtace

within the interstitial ultrasonic transducer to theB. Method implementation

temperature of the cooling water. The simulation is performed within 201 x 201 x 61
3) The modified T'(x, At) serves then as a new yolume grid with a sampling stepx of 0.4 mm on each
initial temperatureT’;,;+(x) map for (6) in order direction (which corresponds to a simulation volume of size
to compute the temperature map at the next imgy mm x 80 mm x 24 mm). The simulated applicator is
stepAt. set in the middle of this volume. Fourier transforms were
« As ebullition is not considered in the present model andomputed using the classical 3D FFT algorithm computed
for avoiding unrealistic temperatures; a threshold mugin a 256 x 256 x 64 elements volume grid. The used
ensure that the temperature could never exd®®dC. tissue acoustical and thermal properties were found in the
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Fig. 1. Simulated temperature maps. Left: cut plane pelipalad to the
applicator axis. Right: cut plane along the applicator .aktse temperature
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Fig. 3. Comparison between the experimental in-vivo teroee measure-

) ) ) ) ments and the simulated temperatures obtained with the BB&domethod
Fig. 2. Simulated necrotic volume. Left: cut plane perpeuldir to the and the finite difference based method.
applicator axis. Right: cut plane along the applicator .axis
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literature [12], [13], [14] and set top; = 1050 kg - m~3, 70 e oee ( )
Cy = 3639 J-kg™'-°C™, by = 056 W-m~.2C™1, o5l —_imestep1s
Vp, = 30kg-m™3-s7' andC, = 3825 J-kg=!'.-°cC~L 5 77 "tmestep4s
The pressure is computed using a discrete Rayleigh inte- S %o " time step 205
gral [7] and considered as invariant over time. On the con- §ss—
trary, the acoustical powép(x, ¢) is updated after each time gso’
stepAt as follows: at each spatial location) the absorbtion
coefficient 5(x, t) is estimated according to Connor’s 6th *r
order polynomial approximation of the absorbtion coeffitie a0}
curve vs. temperature [6] for the temperat(rex, ). % ‘ ‘ ‘ ‘ ‘ ‘ ‘

As an example, Fig. 1 presents the simulated temperature O 8 Dhance homthe s s )

maps computed at = 20 s on two orthogonal cut planes
(Fig. 1-left: axial cut plane perpendicular to the applicat Fig. 4. Comparison between the simulated temperaturesnedtavith A+
axis; Fig. 1-right: sagittal cut plane along the applicatgis). varying from 0.1's to 20 s.
Fig. 2 shows the corresponding simulated necrotic volumes TABLE |
(in white on the figure).

. . TEMPERATURE FIELD ESTIMATIONMEAN SQUARED ERRORS AND

. Fig. 3 compares thle rqal temperature; measureq on the in- COMPUTATION TIME VS. TIME STEP

vivo experimental validation at the four different posit&y]2]
and the temperature curves obtained by our simulatign At orJos] 1 [ 2] 4 ] 10] 20]
method. The temp_erature curve obtained by our approaci— o €C?) | 0 |023]075] 1.75] 3.06 | 461 | 541
seems to match with the experimental data. The effect JfComp_ time (s)| 1504 | 292 | 147 | 70 | 35 | 12 5
the transducer cooling water can also be noticed near the
applicator surface (on the left of the curve).

affects not only the cooling water iso-thermal boundary
condition but also the estimation of the acoustical power
In section 1I-B, it has been shown that the choice of th&). This is confirmed by error measurements: the curve
time stepAt is crucial for the balance between computatiomomputed withAt = 0.1 s is considered as reference;
speed and accuracy of the model. In order to evaluate thige Mean Squared Errors between the other curves and the
influence of At, several BHTEs were computed witht  reference curve are reported on Table I. The computation
varying from 0.1 s to 20 s. times of the 20 s sequence simulations (computed on a
Fig. 4 presents the temperature curves along the axi®nventional PC: Pentium 4 3.2 GHz proc. with 1GB RAM)
perpendicular to the transducer surface and obtained whare also reported on Table I.
computing the BHTE with the severdlt. The curves are ) ) . )
very similar whenAt < 2 s. Only the temperature profiles D- Comparison with the finite difference method
near the applicator surface are a bit different. This is due t The BHTE can be discretized with the finite difference
the different cooling water iso-thermal boundary conditio scheme where the temperatui&'*!(x) at stepn + 1
refreshment rates. However, the curves are relativelgdifit can be deduced frofi™(x) by the following numerical
when At > 2 s. In these cases, the low refreshment ratexpression [15]:

C. Time step influence



the entire analytical temperature evolution computati@o i
5 several smaller time intervals. The temperature computati
t . . .

R at these intermediate time steps makes the FFT-based method
) . Pt . . less efficient in terms of computation time. Notwithstargdin
(ke ViiseraT" (%) + VouCo(Ty — T"(x)) + Q" (%)) (7)  this method becomes interesting again using specialized
signal processing libraries or processors or for solving hy

T (x) = T (x) +

with V2 T™(x), the discrete spatial Laplacian:

V2 Tnd(i;cryetz) = LTz — 1,y.2) + T"(z + perthermia problems with conditions less dependent on the
1scret ’ - Ax sy I . .
1,9,2) + T"(w,y — 1,2) + T"(2,y + 1,2) + T"(z,y,2 —  UIMe evolution.
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