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France

Even in the absence of sensory inputs, cortical and thalamic neurons can show structured patterns of ongoing
spontaneous activity, whose origins and functional significance are not well understood. We use computer simulations
to explore the conditions under which spontaneous activity emerges from a simplified model of multiple
interconnected thalamocortical columns linked by long-range, top-down excitatory axons, and to examine its
interactions with stimulus-induced activation. Simulations help characterize two main states of activity. First,
spontaneous gamma-band oscillations emerge at a precise threshold controlled by ascending neuromodulator
systems. Second, within a spontaneously active network, we observe the sudden ‘‘ignition’’ of one out of many
possible coherent states of high-level activity amidst cortical neurons with long-distance projections. During such an
ignited state, spontaneous activity can block external sensory processing. We relate those properties to experimental
observations on the neural bases of endogenous states of consciousness, and particularly the blocking of access to
consciousness that occurs in the psychophysical phenomenon of ‘‘inattentional blindness,’’ in which normal subjects
intensely engaged in mental activity fail to notice salient but irrelevant sensory stimuli. Although highly simplified, the
generic properties of a minimal network may help clarify some of the basic cerebral phenomena underlying the
autonomy of consciousness.

Citation: Dehaene S, Changeux JP (2005) Ongoing spontaneous activity controls access to consciousness: A neuronal model for inattentional blindness. PLoS Biol 3(5): e141.

Introduction

Ongoing spontaneous activity is present throughout the
nervous system [1], but its function remains enigmatic. In the
embryo, spontaneous movements [2] and waves of endoge-
nous retinal activity [3,4] are thought to play an important
role in the epigenesis of neural networks through selective
synapse stabilization [5,6]. Ongoing spontaneous activity is
also present in the adult brain, where it is responsible for the
highly variable patterns of the electroencephalogram (EEG).
Thalamocortical networks generate a variety of oscillations
whose rhythms change across the sleep-wake cycle [7,8,9].
Optical imaging methods in anesthetized animals also reveal
fast spontaneous states of neuronal activity that, far from
being random, exhibit patterns that resemble those evoked by
external stimuli [10,11]. In parallel, functional neuroimaging
studies in humans have shown a globally elevated brain
metabolism at rest, with localized patterns suggesting that
particular cortical regions are maintained in a high, although
variable, state of activity [12,13,14,15,16]. At present, the
functional roles of this spontaneous activity in the adult brain
at rest remains to be elucidated.

In previous neuronal modeling studies and computer
simulations, we illustrated the possible contribution of
spontaneous activity to tasks that involve a random search,
such as the learning of a temporal sequence [17], the search
for and selection of the correct rule in the delayed response
and Wisconsin card-sorting tests [18], or the discovery of a
multistep solution in the Tower of London test [19]. More
recently, generalizing from this early work, we proposed a
broader framework of a formal architecture of thalamocort-

ical areas, in which top-down activity generated in hierarchi-
cally higher cortical areas plays a key role in what we referred
to as ‘‘access to consciousness’’ in an effortful task
[20,21,22,23]. Like several previous proposals, our model of
a conscious neuronal workspace distinguishes lower autom-
atized systems from increasingly higher and more autono-
mous supervisory systems [24]. It also builds upon Baars’
cognitive theory of consciousness, which distinguishes a vast
array of unconscious specialized processors running in
parallel, and a single limited-capacity serial ‘‘workspace’’ that
allows them to exchange information [25].
The proposed neuronal architecture separates, in a first

minimal description, two computational spaces, each char-
acterized by a distinct pattern of connectivity. Subcortical
networks and most of the cortex can be viewed as a collection
of specialized and automatized processors, each attuned to
the processing of a particular type of information via a
limited number of local or medium-range connections that
bring to each processor the ‘‘encapsulated’’ inputs necessary
to its function. On top of this automatic level, we postulate a
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distinct set of cortical ‘‘workspace’’ neurons characterized by
their ability to send and receive projections to many distant
areas through long-range excitatory axons, thus allowing
many different processors to exchange information.

Our previous simulations demonstrated how this architec-
ture could account for a psychological phenomenon, the
‘‘attentional blink.’’ Because of its long-distance, brain-scale
connectivity, the global workspace establishes a central
processing bottleneck such that, in the presence of two
competing stimuli, processing of the first temporarily blocks
high-level processing of the second [22]. While this work
simulated only sensory processing, a key hypothesis of the
workspace model is that the neurons of the higher level, the
workspace neurons, are the seat of a permanent spontaneous
activity that creates a succession of active internal states
[20,21,23]. The aim of the present paper is to explore in a
more extensive and systematic manner the role of this
ongoing spontaneous activity in a similar neural network
comprising several nested levels of neuronal architecture. We
propose a specific network architecture and perform explicit
computer simulations that offer plausible explanations for
the origins and function of structured spontaneous activity in
adult thalamocortical circuits, and in particular its critical
role in allowing or blocking access by sensory stimuli.

The observed dynamic properties of the network lead us to
distinguish two main transitions in activation. First, a
neuromodulatory substance is assumed to control the level
of network activation; as its input increases continuously, the
network exhibits a sudden surge in spontaneous activation
and switches to a state of thalamocortical resonance
characterized by temporary bouts of synchronized gamma-
band oscillations of increasing amplitude. This state of
activity leads to a facilitation of sensory processing, and is
proposed to correspond to the state of vigilance or being
awake.

When the simulated areas are reciprocally connected by
long-distance excitatory connections, a second state tran-
sition can occur. A subset of areas may suddenly show a
strong temporary increase in synchronized firing and form a
coherent state of activity (‘‘ignition’’). The transition to this
state of high correlated activity is fast and characterized by an
amplification of local neural activation and the subsequent
ignition of multiple distant areas. This state of activity
competes with, rather than facilitates, sensory processing, and
thus leads to an extinction of sensory processing. We propose
that this blocking may account for the ‘‘inattentional blind-
ness’’ phenomenon, in which normal subjects intensely
engaged in mental activity fail to notice salient but task-
irrelevant sensory stimuli [26,27,28].

Results

We used computer simulations to characterize spontaneous
and evoked activity in a complex nested architecture
comprising multiple neurons, columns, and areas (Figure 1).
To facilitate comprehension, we organize the results section
as a progression from local to more global states of activity.
We start by describing the spontaneous and evoked activity in
the building blocks of the model, namely the single neuron
and an isolated thalamocortical column. We then consider
the extent to which those properties are affected when

multiple thalamocortical columns are interconnected by
long-distance, bottom-up and top-down connections.

Spontaneous Oscillatory Behavior in a Single Neuron and
a Thalamocortical Column
We first simulated a single neuron using the ‘‘cellular

oscillator’’ model derived from Wang [29]. The results appear
in Figure 2A. In the absence of any depolarizing current, the
resting membrane potential is stable at V ’ �63 mV.
Injection of an increasing depolarizing current Ineuromodul

leads to the sudden emergence, at a rather precise value
(Ineuromodul’ �1.1 lA/cm2), of oscillations in membrane
potential in the gamma range. Two features characterize this
transition as a supercritical Hopf bifurcation according to
dynamical systems theory [30]. First, a discontinuous tran-
sition is observed in the frequency domain, with the
oscillation emerging suddenly at a characteristic frequency
of 30–35 Hz, and changing only slowly with increasing current
(up to 40–45 Hz). Second, a continuous transition is observed
in the amplitude domain, with oscillation amplitude increas-
ing continuously from zero as the square root of the amount
of deviation from the threshold current (and therefore power
increases linearly, as shown in Figure 2A).
Around Ineuromodul ’ �1.7 lA/cm2, a second threshold is

observed: When oscillation amplitude reaches the voltage
threshold for spiking, a spike is generated. Firing rate
increases essentially linearly above this threshold.
Overall, those properties of the model are similar to the

gamma-band (‘‘40 Hz’’) subthreshold membrane oscillations
observed in intracellular recordings of thalamic and cortical
neurons [7,31,32,33]. In both our simulations and these
experiments, oscillations emerge at a precise depolarization
threshold, with a sudden well-defined frequency and a
continuously increasing amplitude.
Similar properties continued to be observed when 120 such

oscillatory neurons, with randomized membrane parameters,
were interconnected in a model thalamocortical column (as
described in Materials and Methods). Figure 2B shows the
temporal evolution of the average local field potential (LFP)
emitted by the cortical excitatory neurons in response to
variable levels of injected current Ineuromodul. There is still a
threshold, now lowered to Ineuromodul ’�0.8 lA/cm2, at which
gamma-band oscillations emerge with a fixed frequency
(initially 30–35 Hz) and with continuously increasing ampli-
tude. The lowering of the threshold is due to random
variability between neurons in the conductance of the Naþ

and Kþ channels responsible for generating membrane
oscillations. Some neurons begin to oscillate at a lower value
of the injected current, thus smoothing out the sharp
transition observed within each single neuron. For the same
reason, the spiking threshold is also lowered in this single-
column simulation, with the number of emitted spikes
increasing smoothly starting around Ineuromodul ’ �0.9 lA/
cm2.
In the absence of spikes, the membrane oscillations of

different neurons are independent of each other. Spikes,
however, introduce coupling and result in transient periods
of synchrony, which appear as occasional increases changes in
firing rate accompanied by high-amplitude LFPs and a strong
synchronization of the thalamocortical column. Continuous
plotting of the LFP reveals a spontaneous, semirandom
waxing and waning of bouts of coherent gamma-band
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oscillations with typical durations of 100–150 ms (Figures 1B
and 2B). The temporal evolution of the LFP appears largely
chaotic and unpredictable, although the underlying simula-
tion is strictly deterministic.

Altogether, these properties are comparable to the
synchronized, depolarization-dependent, high-frequency tha-
lamocortical oscillations that have been observed, for
instance, in the cat thalamus and cortex [34,35]. For
simplicity, we did not include mechanisms for sleep-related,
low-frequency oscillations, which are not the focus of the
present model but have been simulated by others [9,36].

Thalamocortical Resonance without Intrinsic Oscillators
To evaluate the role of intrinsic cellular oscillators in

generating the above thalamocortical oscillations, we reiter-
ated the simulations using the ‘‘random spikes’’ model, with
simplified neurons devoid of the Naþ and Kþ channels, but
with a random (Gaussian) moment-to-moment variability in
spike initiation threshold. We verified that a single such
passive, single-compartment, integrate-and-fire neuron, faced
with a constant input current, is incapable of generating
membrane oscillations below the spiking threshold (p. 163,
[37]). In a single neuron, oscillations appear only once the
injected neuromodulatory current is sufficient to depolarize
the neuron beyond the spiking threshold. Even then, they do
not exhibit a fixed central frequency, but cover a broad
spectrum that progressively increases and broadens starting
at 0 Hz, and stays mostly below 30 Hz with the present
parameters (Figure 2C).

Despite those major differences at the single-unit level,
when 120 such neurons were connected into a thalamocort-
ical column architecture, we observed structured sponta-
neous activity and phase transitions analogous to those of the
cellular oscillator model (Figure 2D; compare with Figure 2B).
Once a sufficient number of neurons were depolarized above
the spiking threshold, the local field potential began to wax
and wane within a range of gamma-band frequencies.

Although this band was initially rather broad, it quickly
narrowed to a predominant band at 40–45 Hz for higher
values of the injected current. As shown in Figure 2D, the
critical properties of continuously increasing oscillation
amplitude with a well-characterized frequency range re-
mained, due no longer to intrinsic membrane properties, but
to the temporal filtering properties of the several connection
loops present in the thalamocortical column. Those loops
have the effect of filtering random spiking activity, thus
biasing neurons toward generating spikes at recurrent, rather
randomly organized times. For instance, a major excitatory
loop circles from the thalamus to the layer IV, supragranular,
and infragranular cortical neurons, and finally back to the
thalamus. In the simulation, the total length of synaptic delays
along this loop was 15 ms, which, combined with membrane
integration times, resulted in a total of approximately 25 ms/
cycle, thus biasing the system toward 40-Hz oscillations.
Because intrinsic membrane oscillations have been re-

ported, particularly in thalamic neurons [7], we also simulated
a third type of model in which only a small subset of neurons
were intrinsic cellular oscillators (the excitatory thalamic
neurons, or 16.6% of the simulated cells), and all other
neurons were of the ‘‘random spikes’’ type. The results, which
appear on Figure 2E, indicate the presence of waxing-and-
waning LFP oscillations within a much narrower band of the
gamma range than in the model with nonoscillating
integrate-and-fire neurons. Thus, a small proportion of
intrinsic oscillators, in resonance with the delays associated
with recurrent thalamocortical connectivity, suffices to
generate spontaneous activity with precise characteristics.

Facilitation of External Inputs by Spontaneous Activity
We then examined how spontaneous activity affects

activation caused by external stimuli. To this end, we
measured the number of spikes evoked during stimulation
by a 500-ms depolarizing current pulse of variable intensity,
while orthogonally varying the amount of ascending neuro-

Figure 1. Simulation Components and Resulting Spontaneous Activity

Shown are the constituents of the simulation (upper diagrams) and typical patterns of spontaneous activity that they can produce (lower
tracings). We simulated a nested architecture in which spiking neurons (A) are incorporated within thalamocortical columns (B), which are
themselves interconnected hierarchically by local and long-distance cortical connections (C) (see Materials and Methods for details). While single
neurons may generate sustained oscillations of membrane potentials (A), only the column and network levels generate complex waxing-and-
waning EEG-like oscillations (B) and metastable global states of sustained firing (C).
DOI: 10.1371/journal.pbio.0030141.g001
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Figure 2. Characterizing the Transition Toward Spontaneous Activity

In each panel, we show the evolution of the power of the local field potential (top left of each), frequency (top center), and mean firing rate of
pyramidal neurons (top right) as a function of the injected neuromodulatory current Ineuromodul. The elongated graphs give examples of the
temporal evolution of the local field potential (bottom trace) and spikes (top trace) as a function of time in milliseconds for three different levels
of Ineuromodul. The simulations were performed with a single neuron (A and C) or with a whole thalamocortical column (B, D, and E), and with
different sources of spontaneous activity: intrinsic cellular oscillations (A and B), random spikes (C and D), or both random spikes and intrinsic
thalamic oscillators (E). Regardless of the exact mechanism, the architecture of thalamocortical columns created a bifurcation characterized by
the sudden emergence, at a relatively constant threshold current, of high-frequency oscillations in the gamma range (. 20 Hz), with continuously
increasing power as a function of Ineuromodul.
DOI: 10.1371/journal.pbio.0030141.g002
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modulatory current Ineuromodul. This paradigm was applied
both to a single neuron and to an entire thalamocortical
column (in which case, only the thalamic excitatory neurons
were stimulated), in both the intrinsic oscillator and the
random spikes models (Figure 3).

In all cases, the results indicated a facilitating effect of
ascending neuromodulatory afferences on external stimuli.
The internal neuromodulatory current and the external
input current combined in a smooth and largely additive
fashion (Figure 3). Only for small values of the external
current did the firing threshold cause a small nonlinearity:
Small external inputs that failed to reach the threshold for
firing when Ineuromodul was close to zero could be rescued and
had an impact on firing rate when Ineuromodul was increased to
1.0–1.5 lA/cm2 (e.g., Figure 3D). Outside this special regime of
very small external inputs, the results indicated that external
inputs generally continue to be processed by a single neuron
or thalamocortical column at all levels of the neuromodula-
tory current, albeit with a smooth, continuous increase in
input efficacy as this neuromodulatory current is gradually
increased.

We also performed simulations of the thalamocortical
column while varying the duration of external stimulation.
Those simulations showed that elevated firing rates are
observed only for a temporal interval equal to the stimulus
duration. As soon as the external stimulus is removed, a rapid
decrease toward the basal spontaneous firing rate is seen.

Thus, with the present values of the parameters, the recurrent
thalamocortical connectivity alone is not sufficient to
establish long-lasting sustained activity.

Global Ignition of the Workspace by External Stimuli
We now describe how the response to external stimuli is

radically changed once multiple columns are interconnected
by long-distance connections into a global workspace. We
simulated a multicolumn cortical model with four hierarch-
ical levels, interconnected by long-distance corticocortical
connections, and with two representations at each level. As in
the previous section, spontaneous activity could be generated
by intrinsic oscillations, random spikes, or a mixture of both;
yet, those simulations again showed few differences, and we
therefore only report the results of the intrinsic oscillation
model.
In the previous section we saw how, in a single thalamo-

cortical column, the neuronal activity caused by thalamic
stimulation does not last much beyond the duration of
stimulation. With the present parameters, the local circuitry
of a column, although it includes excitatory loops, does not
have sufficient strength to maintain activation over a durable
interval. In the entire global workspace model, the effect of
an identical stimulation is quite different. As shown in Figure
4, stimuli of very brief duration elicit only a correspondingly
brief pulse of activity, traveling in a feedforward manner
through each of the thalamocortical columns. Crucially,
however, there exists a critical stimulus duration beyond
which activation begins to reverberate for a considerably
longer duration (Figure 5A–5C). The existence of such a
threshold is a characteristic of the dynamical system created
by the recurrent bottom-up and top-down connectivity of the
workspace. If the input is sufficiently long and strong, it is
able to generate sufficient activation in the higher areas (i.e.,
areas labeled B, C, and D in Figure 1C), and those areas, in
turn, send descending activation to lower areas, thus
supporting the very activity that activated them in the first
place. The result is the ‘‘ignition’’ of a coherent reverberating
neuronal ensemble spanning across all areas (areas A–D in
Figure 1C) and lasting 200–300 ms, as previously described
[22]. The two successive processes of bottom-up propagation
(proportional to stimulus duration) followed by top-down
amplification and recurrent firing (incommensurate to
stimulus duration) can be clearly seen as two successive firing
peaks in the spike train of pyramidal neurons (Figure 5C,
right-hand inserts).
During ignition of one representation, inhibition spreads

to competing assemblies, yielding hyperpolarization and a
suppression of ongoing oscillations (see Figure 4, third
column). Thus, ignition occurs in a distributed but topolog-
ically delimited assembly—only a subset of neurons, forming
a synchronous coding assembly, are active—but this assembly
is surrounded by a broad context (or ‘‘penumbra’’ [38]) of
temporarily inhibited neurons. In our previous simulations
[22], we showed that this inhibition creates a competition that
prevents more than one global representation from being
active at the same time. Thus, if two stimuli occur in brief
succession, the second one may fail to trigger global ignition,
a feature akin to the classical psychological phenomenon of
the ‘‘attentional blink’’ [39,40].
Ignition is a high-level collective phenomenon and is

critically dependent on the integrity of long-distance

Figure 3. Combination of Intrinsic and External Activity in the Firing Rate

of a Single Neuron or a Thalamocortical Column

Simulations examined the joint effects of a variable external input
(left axis [stimulus intensity], parameter ginput, expressed in mS/cm2)
and a variable neuromodulatory current that modified spontaneous
activity and neuronal responsiveness (right axis [Ineuromodul], ex-
pressed in lA/cm2). We simulated a single neuron (A and C) or a
thalamocortical column (B and D), either with the cellular oscillator
model (A and B) or with the random spikes model (C and D). In each
case, we monitored the mean number of spikes emitted by pyramidal
neurons during a 500-ms duration input.
DOI: 10.1371/journal.pbio.0030141.g003
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recurrent connections. When top-down connections are
disabled, as shown in Figure 5D, then ignition fails to occur
and activation duration becomes exclusively proportional to
stimulus duration, as in the single-column model. If top-down
connection strengths are weakened, or if the connection
probability is lowered, then a corresponding increase of the
threshold duration for ignition is seen (up to a critical value
beyond which ignition cannot occur, regardless of stimulus
strength).

In a more complete model of cortical connectivity, global
ignition would propagate to cortical areas beyond areas C
and D, thus broadcasting the identity of the input stimulus to
many cerebral processors. We therefore propose that the
simulated process of ignition provides a minimal but
plausible neural mechanism for the sudden access of sensory
stimuli into conscious perception. The nonlinear dynamic
threshold exhibited by the model may explain the sigmoid
perceptual curve typically observed in psychophysical experi-
ments using brief stimuli [41], and thus the very existence of a
‘‘limen’’ (threshold) of consciousness.

Changes in Ascending Neuromodulation Affect the
Ignition Threshold

In our model, the ignition threshold is not fixed, but can be
changed by modifying the internal level of ascending neuro-
modulation. This is illustrated in Figure 5A–5C, showing the
firing rate in response to stimuli of variable duration as the
ascending neuromodulatory current Ineuromodul is changed
(we obtained similar results when stimulus intensity, rather
than duration, was manipulated). For Ineuromodul = �1.0 lA/
cm2, even stimuli as short as 5 ms can be sufficient to trigger a
long-lasting ignited state. For Ineuromodul =�0.8 lA/cm2, this
access threshold is lowered to 15 ms, and for Ineuromodul =
�0.6 lA/cm2, input stimuli of more than 30 ms are needed for
global ignition. Interestingly, at this value of Ineuromodul, there
are no longer any ongoing spikes or gamma-band oscillations
(see Figure 2). Thus, at this intermediate vigilance level, the
model retains some capacity for a brief ignition by external
stimuli, in the context of an otherwise quiet cortex. For even
smaller levels of ascending neuromodulation, ignition is

entirely abolished. Even very intense and durable external
stimuli fail to elicit global ignition, and the evoked activation
remains confined to the first thalamic and cortical steps in
area A1. Those simulations demonstrate that a minimal level
of spontaneous activity or ‘‘wakefulness’’ is necessary for the
processing of external stimuli beyond the first few perceptual
stages.
The effect of neuromodulation on the ignition threshold is

mediated by at least two mechanisms. First, as described
above (‘‘Spontaneous Oscillatory Behavior in a Single Neuron
and a Thalamocortical Column’’), increasing neuromodula-
tion brings neurons into spontaneous oscillatory states in
which their membrane potential periodically approaches or
reaches firing threshold, thus enhancing their capacity for
prolonged firing. Second, as described in ‘‘Facilitation of
External Inputs by Spontaneous Activity,’’ increasing neuro-
modulation also enhanced the neuronal response to an
identical input. In the presence of recurrent connections, the
two effects combine in a nonlinear manner, making it
possible for the very same stimulus to lead either to a major
ignition or to a small, bottom-up wave depending on the
internal state of vigilance defined by the ascending neuro-
modulation parameter.
In summary, one role of ascending neuromodulation in the

model is to modify, in a nonlinear manner, the capacity of
external stimuli to enter into a long-lasting state of
distributed representation: The workspace must be in the
awake state before global access by any external stimulus can
occur. Furthermore, the threshold values of the stimulus
parameters beyond which ignition occurs appear very
sensitive to changes in either ascending neuromodulatory
influences or top-down connection strength. Our simulations
therefore predict that measuring the perceptual threshold for
brief stimuli should provide a good marker of the integrity
and functional state of vigilance of the workspace system.

Ignition as an All-or-None Stochastic Phenomenon
According to the model, the thalamocortical network is

under a permanent state of spontaneous activity. Therefore,
the processing of an identical external input may change with

Figure 4. A Comparison of Spontaneous and Evoked Global Ignition in the Workspace Model

Each tracing shows the temporal evolution of the LFP (bottom trace) and spikes (top trace) in one area of the model over a 1-s period, with
Ineuromodul =�1.0 lA/cm2. In the two sets of tracings on the left, within an interval characterized by spontaneous membrane oscillations and low
spike rates, the neurons coding for assembly 2 become spontaneously activated at an elevated rate for a period of 200–300 ms. The arrows mark
the approximate onset of activation, which starts earlier from the higher areas D2 and C2, with a concomitant inhibition of spontaneous activity
in areas D1 and C2. In the two sets of tracings on the right, the same network was stimulated by stimulus 2 at the time marked by the arrow. Note
that activation now starts by a bottom-up propagation from areas A2 to D2, followed by top-down amplification in the reverse direction. This
two-step process creates a characteristic firing profile with two successive peaks, particularly visible in area A2.
DOI: 10.1371/journal.pbio.0030141.g004
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the local context of ongoing activation. For stimuli close to
threshold, this ‘‘resonance’’ of external inputs with internal
spontaneous activity plays a determinant role in allowing or
blocking ignition. To demonstrate this point, we analyzed the
impact of stimuli presented close to the ignition threshold by
simulating 100 trials with an identical stimulus (15 ms
duration) and a fixed, intermediate intensity of neuro-

modulation (Ineuromodul = �0.9 lA/cm2). We observed a
considerable variability in neuronal responses, even in the
first area, A1 (Figure 6). The first peak of bottom-up
activation was present in a majority of trials, even in area
D, although with some small variance in its exact onset and
intensity (Figure 6A). However, the bulk of the variability
occurred in the second peak, which could be completely
absent or very intense and prolonged. In fact, the distribution
of firing rates during this second peak was bimodal (Figure
6B). Thus, the variability actually betrayed an all-or-none
stochastic process, with fluctuations in ongoing activity
modifying, on a trial-by-trial basis, the probability of crossing
the dynamic threshold for ignition.
Because our simulation is deterministic, ignition success or

failure is entirely predictable from the neurons’ current state
and firing history. Yet, can it also be predicted from
macroscopically observable variables? We classified trials as
a function of whether ignition occurred or not, and then
examined if those trials already differed in macroscopic
variables such as the mean firing rate, mean local field
potential, phase, or amplitude of spontaneous oscillations at
the peak frequency within 100 ms prior to stimulus
presentation. The only reliable predictor was the phase of
spontaneous oscillations in area A1 (p , 0.045, Kolmogorov-
Smirnov test). As illustrated in Figure 6C, ignition was more
likely to occur when the first stimulus-evoked spikes reaching
area A1 coincided with a period of relative depolarization,
thus increasing the probability of spiking activity which could
then propagate to higher regions.
Our simulations bear similarity to empirical observations

by Fries et al. [42], who observed fluctuating, occasionally
synchronized gamma-band oscillations in cat area V1 whose
phase predicted the latency of firing in response to an
external stimulus. Similarly, Super et al. [43] observed that the
strength of prestimulus multiunit spiking activity in monkey
area V1, and the correlation of this activity across multiple
electrode sites, partly predicted whether the animal would
report seeing a brief visual stimulus on a noisy background.
Changes in baseline firing rate were not seen in the present
analysis, but can be captured in our model by changes in the
neuromodulatory input, which jointly affect baseline firing
(see ‘‘Spontaneous Oscillatory Behavior in a Single Neuron
and a Thalamocortical Column’’) and ignition probability
(see ‘‘Ignition as an All-or-None Stochastic Phenomenon’’).

Fixed Duration of the Ignited State
In our simulations, ignition typically lasts 200–300 ms. Why

does it ever stop? Spontaneous cessation is due to the spike-
rate adaptation current ISRA in pyramidal neurons. This
current leads to a progressive buildup of hyperpolarization,
eventually overcoming the recurrent excitation provided by
surrounded neurons. When the conductance gSRA is forced to
0, thus preventing spike-rate adaptation, long-lasting activity
lasts essentially ad infinitum. Choosing intermediate values of
this parameter allows modulation of the duration of
sustained activity. Thus, the typical duration of 200–300 ms
observed in the present results depends on the particular
choice of parameters and should only be taken as indicative.
What is truly generic is that, for a given choice of parameters,
interconnected columns excited by a brief suprathreshold
stimulus enter into a temporary metastable state of global

Figure 5. Reverberant Activity in the Global Workspace Model Imposes a

Nonlinear Threshold on Incoming Stimuli

Each panel shows the firing rate of pyramidal neurons in the lowest
area A1 (coded by gray level) as a function of time (x-axis), in
response to stimuli of variable duration (y-axis). Ignition is present
when the duration of firing extends much beyond the duration of the
stimulus, i.e., when a long tail of firing is present. In (A–C), the
vigilance level—set by the ascending neuromodulation parameter
Ineuromodul—is progressively increased. This increase leads to a
systematic change in the minimum duration necessary for ignition.
Note that the figure is an average over 20 trials at each duration.
Thus, the small trailing activation that can be seen in (A) and (B) even
at durations below the threshold is due to a very small proportion of
trials in which ignition did occur, due to stochastic variability, as
further explained in Figure 6. The insets in (C) show the peristimulus-
time histograms for stimulus of 10- or 100-ms duration, showing
clearly the two firing peaks successively evoked by bottom-up
activation and by top-down amplification. In a simulation in which
top-down connections are disabled (D), the first peak is preserved,
but the second peak is abolished.
DOI: 10.1371/journal.pbio.0030141.g005
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activity lasting for an approximately fixed duration, inde-
pendent of the original stimulus duration.

Figure 7 illustrates what happens in simulations with
stimuli whose duration extends beyond this fixed ignition
duration. Two regimes of firing are seen: below 230 ms,
activation lasts for a constant value (about 230 ms)
independent of stimulus duration. Above 230 ms, activation
duration becomes proportional to stimulus duration again,
because the neurons are already adapted and are therefore
unable to maintain any further sustained activity. These two
regimes can be tentatively compared to the psychophysical
observations of Efron [44], who asked subjects to estimate the
onset and offset of brief visual stimuli of variable duration.
He observed that below a critical value, subjects judged all
stimuli to be of fixed duration (about 130 ms), independent of
the actual duration of presentation. Beyond this value,
judgments became more accurate and linearly related to
stimulus duration (Figure 7B). The present simulations show
that Efron’s results are well captured, qualitatively at least, by
a simple model, although the extent to which visual
persistence is caused by local factors or by global loops as
in the present simulation remains to be determined
experimentally.

Spontaneous Ignition
Up to now we have considered mostly the impact of an

external stimulus onto the workspace system (ignition) and its
interaction with ongoing oscillations of moderate intensity.
However, simulations also revealed that ignition can occur
spontaneously. In addition to waxing-and-waning gamma-
band oscillations that are already present in the single-
column model, the network with global long-distance con-
nectivity occasionally falls into a state of globally synchronous
elevated activity analogous to its ignition by external stimuli
(see Figure 4). For a period of about 200–300 ms, the neurons
coding for a given representation become spontaneously
active synchronously within each of the four areas, with firing
rates approaching 50–100 Hz. Meanwhile, the neurons coding
for the other representation are quiescent and oscillations
are actively suppressed in the higher areas C and D (see
Figure 4, top left).

While this type of spontaneous states is highly similar to the
ignited state evoked by external stimuli, a key difference is
that during spontaneous ignition, elevated activity almost
always starts at the highest level (area D), and then propagates
downward to areas C, B, and A, where firing rates also tend to
be lower. This is the reverse order of activation of that for
external stimuli, and it underlines the top-down character of
spontaneous ignition.
Another important difference is that spontaneous and

evoked ignition tend to occur in different regimes of what we
have referred to as vigilance. The above studies of ignition
evoked by external stimuli were performed with �1.0 �
Ineuromodul � �0.6 lA/cm2. In this regime, spontaneous
ignition is quite rare, and spontaneous activity is mostly
characterized by low firing rates and waxing and waning
gamma-band oscillations, which do not interfere much with
incoming external stimuli. Spontaneous ignition becomes a
prominent phenomenon when Ineuromodul is of higher
intensity (, �1.0 lA/cm2). For Ineuromodul , �1.2 lA/cm2,
spontaneous activity becomes characterized by a steady
stream of successive ignitions. When more than two global
assemblies are present, the network successively visits them in
random order. Thus, at high vigilance levels, the activity of
workspace neurons resembles a ‘‘stream’’ (in the sense of
William James) of discrete episodes of spontaneous, meta-
stable, coherent activation separated by sharp transitions.

Extinction of External Stimuli by Spontaneous Ignition
What happens to external stimuli when the workspace

network is in a state of spontaneous global ignition? To study
this, we first identified, in the absence of any external
stimulation, an isolated period of spontaneous ignition of
assembly 1 (Figure 8, center graphs; Ineuromodul = �1.0 lA/
cm2). We then took advantage of the deterministic character
of our simulation and re-ran the very same simulation, while
presenting a second, competing stimulus in the input
thalamic neurons of area A2, at various time lags relative to
the spontaneous activation.
These simulations demonstrated a blocking effect of

spontaneous activity. The stimulus presented during sponta-
neous ignition of a competing assembly does not lead to

Figure 6. All-or-None Stochastic Fluctuations in the Processing of a Fixed Stimulus

(A) Variability in sample spike trains evoked in area A1 by the same 15-ms stimulus, whose duration was close to ignition threshold (with
Ineuromodul =�0.9 lA/cm2). Each of the twenty lines represents one trial. Note that the first peak is present on a majority of trials, while most of
the variability affects the second peak.
(B) Distribution of the mean firing rate in area A1 during the second peak (75–225 ms poststimulus), showing a bimodal distribution.
(C) Mean local field potential in area A1, computed separately for trials that lead to ignition (firing peak . 40 spikes/s in the above time window)
and for trials that did not (firing peak , 15 spikes/s). Note (1) the essentially identical stimulus-induced waves up to the sharp divergence about
110 ms poststimulus; and (2) the presence of a small but significant difference prior to the stimulus, which indicates that ignition is more likely to
occur when stimulus presentation coincides with the depolarized phase of spontaneous ongoing oscillations.
DOI: 10.1371/journal.pbio.0030141.g006
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ignition, but is ‘‘extinguished’’ (Figure 8, bottom graphs).
Activation caused by stimulus 2 initially propagates in a
bottom-up manner through A2, B2, and occasionally even C2
and D2. Only the first peak is present, however: Competition
prevents the establishment of a strong reverberating assem-
bly, and thus of long-lasting metastable activity coding for
stimulus 2. When this stimulus is presented either before or
after the spontaneous ignition, however, no such blocking
occurs, and full ignition is seen. Further, if the stimulus is
presented just before the spontaneous ignition, the latter fails
to occur. In summary, we observe an all-or-none competition
between spontaneous and evoked activations, with either one
capable of preventing the other. In the discussion, we suggest
that this phenomenon may relate to inattentional blindness
in humans.

Discussion

Predictions and Experimental Test of the Model
We have described the neuronal dynamics that emerge

from a simplified model of multiple interconnected thala-
mocortical columns. This is an artificial and formal network,
which by no means is anticipated to exactly reproduce the

properties of actual thalamocortical networks, even in non-
human species. Furthermore, although we have simulated a
hierarchy of areas, each of them is very minimally imple-
mented (one column for each representation), and the model
therefore does not capture the increasingly abstract trans-
formations that occur in actual cortical areas, nor the
multiplicity of states they can have. Our purpose, however,
is to examine to what extent the architectural principles and
the cellular and molecular components introduced into the
network may confer intrinsic dynamic properties that might
be independent of the actual number of neurons and
underlying complexity of the network. The correlations
identified in the Results section between the present
computer simulations and experimental data collected in
humans and in non-human species legitimate, in our opinion,
a close comparison with actual physiological and psycho-
physical experiments.
Two main states of the network have been observed:

spontaneous gamma-band thalamocortical oscillations under
the control of ascending neuromodulator systems; and,
within a spontaneously active network, the sudden ‘‘ignition’’
of one out of many possible coherent states of high-level
activity amidst cortical neurons with long-distance projec-

Figure 7. Duration of the Ignited State and Relation to ‘‘Visual Persistence’’

(A) Network response to stimuli of increasing duration (format as in Figure 5; Ineuromodul =�0.9 lA/cm2). Note how the duration of the ignition
is initially constant and independent of the stimulus, then becomes proportional to it.
(B) Empirical data on estimation of the subjective duration of a visual stimulus (replotted from data in Efron [44]). Both participants judged
accurately the duration of stimuli above a critical duration, but judged duration to be constant below this value.
DOI: 10.1371/journal.pbio.0030141.g007

PLoS Biology | www.plosbiology.org May 2005 | Volume 3 | Issue 5 | e1410918

Spontaneous Activity and Access to Consciousness



tions. In this discussion, we examine to what extent the
delineation of these two dynamic states can capture empirical
data on consciousness and its available neural correlates. We
consider first how changes in spontaneous activity relate to
the continuum of consciousness states that can be observed in
the transitions between the awake state, sleep, anesthesia, or
coma. Second, we discuss the all-or-none transition in
neuronal activity associated with ignition and attempt to
relate it to the transition from subliminal to conscious
processing in various perceptual paradigms. Third, we discuss
the interactions between vigilance and conscious access, and
examine whether the model captures some of the processes
underlying inattentional blindness.

Spontaneous Thalamocortical Rhythms and States of
Vigilance

The transition between the awake and asleep states is
known to be regulated by various diffuse ascending neuro-
modulatory systems located in the brainstem, hypothalamus,
and basal forebrain, and liberating substances such as
acetylcholine, noradrenalin, serotonin, and histamine in the
cortex and thalamus. In particular, cholinergic neurons in the
pedunculopontine nucleus increase their firing prior to

awakening and, through their diffuse projections, depolarize
thalamic neurons, directly or indirectly, switching them out
of the slow bursting mode and into fast gamma-band
oscillations [9]. Similar effects can be obtained by electrical
stimulation of the brain stem or by direct application of
acetylcholine [45]. One mechanism for this involves the
closing of a leaky Kþ conductance coupled to muscarinic
cholinergic and a1-adrenergic receptors. Moreover, constit-
utive gain-of-function mutations in the a4- and b2-subunit
genes of the nicotinic acetylcholine receptor cause autosomal
dominant frontal lobe epilepsy [46], and deletion of the b2-
subunit is accompanied by a decrease of ‘‘microarousals’’ that
take place during slow-wave sleep [47].
The present simulation incorporated only minimal details

of these mechanisms. For simplicity, we merely modeled
increases in vigilance by changes in a single current
Ineuromodul, summarizing the depolarizing influence of ascend-
ing neuromodulation systems onto thalamic and cortical
neurons. Despite its extreme simplification, this mechanism
was sufficient to generate a dynamic phase transition in our
simulation, whose properties bear interesting similarities
with actual empirical observations. We observed a threshold
value of ascending neuromodulation beyond which struc-

Figure 8. Competition between Spontaneous Workspace Activity and External Stimulation: A Possible Correlate of Inattentional Blindness

In this simulation, a time period was selected during which the representation of stimulus T1 became spontaneously activated in the absence of
any external stimulation (note how the activation starts at the higher areas C and D, and propagates top-down to areas B1, then A1). Starting
from the same initial state, the simulation was then digitally reproduced with the addition of an external stimulation of stimulus T2 at various
times relative to the peak of spontaneous activity in area D. When T2 occurred before or after the period of spontaneous T1 activity, a normal
global reverberant activation of T1 ensued. However, when T2 occurred during spontaneous T1 activity, T2 processing was limited to a short,
bottom-up wave through areas A2, B2, and, to a lesser and more variable extent, areas C and D. Such blocking of T2-induced activity, similar to
the attentional blink [22], may represent the cerebral basis of a state of ‘‘inattentional blindness,’’ in which external stimuli fail to be detected
during periods of spontaneous thought.
DOI: 10.1371/journal.pbio.0030141.g008
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tured neuronal activity emerged in the form of spontaneous
thalamocortical oscillations in the gamma band (20–100 Hz,
with a peak of the power spectrum around 40 Hz). This
phenomenon was quite robust, since it was observed with two
different mechanisms for spontaneous activity, either using
intrinsic cellular oscillators or noisy spike generation (for
other demonstrations of spontaneous oscillations in simpler
network simulations, see [48,49]). This robustness appears to
arise from the structure and delays inherent to thalamocort-
ical loops, which function as a filter and selectively enhance
gamma-band oscillations even when fed with unstructured
noise.

The waxing-and-waning synchronous bursts of oscillations
that we observed bear similarity with empirical observations.
During the waking state, thalamic neurons exhibit fast
spontaneous oscillations of their membrane potential at
frequencies in the gamma band (20–80 Hz). These oscillations
exhibit transient periods of thalamocortical resonance, which
are detectable macroscopically as bouts of gamma-band
oscillations using electrophysiological recordings, for in-
stance in the cat thalamus and cortex [34,35], or in humans
using electro- and magnetoencephalography [50]. When
falling asleep, these fast and quickly changing rhythms
disappear and are replaced by slower, more globally
synchronized states of activity [9], including sleep spindles
(7–14 Hz), followed in deeper stages of sleep by delta waves
(1–4 Hz) and then slow-wave sleep (, 1 Hz). Our model did
not incorporate mechanisms for generating such slow sleep
rhythms, which could be usefully added in a more complete
future simulation (see, for instance, [36]).

Following Llinas et al. [7], we propose that the spontaneous
oscillatory activity that arises in thalamocortical networks
constitutes the neuronal basis of the state of consciousness
referred to as vigilance. An original feature of our simulation
is to characterize precisely, in terms of a dynamic phase
transition, the change in thalamocortical activity that
characterizes a change in vigilance. Extending previous work
by Wang [29], we show that there exists a vigilance threshold
around which thalamocortical activity changes suddenly
according to a Hopf bifurcation. The combination of
continuity and discontinuity that this bifurcation presents
may shed interesting light on the nature of the awakening
process at the neuronal level. The Hopf bifurcation is
continuous in the amplitude of spontaneous activity, which
increases steadily from zero as vigilance increases. In that
respect, our model incorporates a true continuum of
consciousness states, from high vigilance to drowsiness and
the various states of sleep, anesthesia, or coma. It is consistent
with empirical observations that the ratio of high-to-low
frequencies in the scalp EEG changes with the depth of
anesthesia and correlates with objective tests of vigilance and
reportability and with subjective measures of consciousness
[51,52,53].

However, the Hopf bifurcation is also discontinuous in
frequency space. As ascending neuromodulation increases,
high-frequency activity appears suddenly, at a precise thresh-
old, and within a well-defined frequency band (see Figure 2).
This discontinuous jump in frequency space may capture the
observation that during awakening or returning from
anesthesia, there is a definite threshold for regaining of
consciousness. According to our model, this threshold should
coincide with the threshold for emergence of high-frequency,

spontaneous thalamocortical oscillations. Note that, at the
vigilance threshold, the thalamocortical high-frequency
power drops quickly to zero. Thus, the precise value of the
threshold might be difficult to locate empirically in noisy
data. However, the Hopf bifurcation also predicts a contin-
uous square-root increase in oscillation amplitude immedi-
ately above threshold (linear increase in power), a
quantitative prediction that remains to be tested.
All the above properties of the Hopf bifurcation are

generic, in the sense that they describe the behavior of a
broad variety of dynamical systems [30]. Thus, they are likely
to be independent of the particular details of the present
simulation. Steyn-Ross et al. [54,55,56,57], on the basis of a
formal mathematical exploration of a simplified cortical
column, have also suggested that a phase transition occurs in
cortical networks during anesthesia. While their model also
predicts a collapse of the high-frequency content of the EEG,
it differs from ours in predicting a discrete jump in EEG
power. This is a testable difference between the two models.
We close this section by stressing that our model considers a

highly simplified cortex in which oscillations are often
apparent in the firing trains of single pyramidal cells. This
may be considered a limitation of our approach, given that
oscillations are rarely obvious in actual recording of awake
animals (e.g., [58]). However, the basic properties of our model
persist even in the absence of intrinsic cellular oscillators. In
that case, oscillations are much less obvious in single-neuron
firing trains, but are a network property most apparent in the
local field potential. Furthermore, our simulations use only a
small number of cells. As the number of neurons per cortical
area is increased, oscillations become distributed and less
conspicuous at the single-cell level. Overall, our simulations,
although obviously very simplified, are not incompatible with
experimental observations in awake cats, monkeys, and
humans, which indicates that oscillations do occur in awake
animals and humans, particularly under conditions of
focused, effortful processing, and are typically more prom-
inent in the local field potential than in the spiking activity of
isolated cells [59,60,61,62,63,64,65,66,67].
It is also important to note that oscillations do not play a

computational role in our model, which does not involve
temporal coding. Oscillations and long-distance synchrony
merely emerge as a consequence of the high level of
reverberating activity in the network. Because oscillations
are also present during local processing within a single
thalamocortical column, high-frequency coherence and syn-
chrony are expected to be partially ambiguous indicators of
conscious access, present during both subliminal processing
and conscious access, but with a higher intensity and over
more distant sites during the latter.

Anatomical Basis of the Awake State
Anatomically, our view predicts that, in the awake state,

spontaneous activity is present in all areas, but exhibits a
higher degree of organization (stream of discrete states) in
higher cortical association areas, whose neurons are tightly
interconnected at long-distance into a global neuronal
workspace and mobilize other low-level areas in a top-down
manner. Thus, we would expect cortical areas particularly
rich in ‘‘workspace neurons’’ with long-distance connections
(i.e., prefrontal, parietal, superior temporal, and cingulate
cortices) to show the most intense and consistent sponta-
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neous activity in the awake state. Other areas would also be
active, but with more variability, reflecting the changes in
contents contemplated by the subject at any given moment.

This prediction fits within a recent line of research that has
examined the ‘‘resting state,’’ ‘‘default mode,’’ or ‘‘baseline’’
activity of the awake human brain at rest. This research has
evidenced a broadly distributed network of areas active
during rest, including dorsal and ventral medial prefrontal,
lateral parietotemporal, and posterior cingulate cortices
[12,14,68]. This network is not static and strictly confined,
but constantly fluctuates in synchrony with changes in EEG
spectral content [16]. Furthermore, prefrontal, parietal, and
cingulate areas show the greatest drop in metabolism during
various types of transitions away from the awake state,
whether during anesthesia, sleep, coma, or the vegetative
state [15,69,70,71,72,73]. Paus [74], reviewing several neuro-
imaging studies of vigilance in humans, suggests that a
distributed neural circuit with nodes in the pontomesence-
phalic tegmentum, basal forebrain, thalamus, and anterior
cingulate shows an identical decrease in activation whenever
subjects fall asleep, are anesthetized, or exhibit a spontaneous
drop in vigilance. This network fits well with the circuit
predicted by our model, namely ascending neuromodulation
systems, higher association cortices, and their associated
thalamic nuclei.

Interestingly, Balkin et al. [73], studying the reestablish-
ment of regional cerebral blood flow during awakening, have
observed a two-stage process, whereby the brainstem and
thalamus are restored first, later followed by an increase in
prefrontal-cingulate activation and functional connectivity.
This observations may correspond, in our model, to the two
transitions observed as vigilance increases: first, waxing-and-
waning LFP oscillations appear in thalamocortical columns,
establishing a state of quiet vigilance with moderate sponta-
neous activity, but with a capacity for ignition by external
stimuli; and second, at higher levels of the neuromodulation
parameter, a stream of spontaneously ignited states appears,
originating from higher cortical areas.

Global Amplification and Conscious Access
Once the network was placed in the appropriate state of

vigilance, our simulations examined its reaction to external
stimuli. We observed a two-step process. All stimuli, even very
brief ones, yielded a brief pulse of bottom-up excitation in
the two areas of the model closest to the input side (areas A
and B). However, for stimuli whose duration exceeded a
threshold, we observed a propagation of firing into higher
cortical areas C and D, and the establishment of a long-lasting
reverberating state simultaneously involving bottom-up
propagation and top-down amplification. We called this
sudden, nonlinear self-amplification process ‘‘ignition’’ (as
originally applied to Hebbian cell assemblies, see [75,76]).
This term does not imply that the entire network becomes
uncontrollably active. Rather, ignition reflects the activation
of a topologically restricted assembly of neurons, distributed
in many cortical areas, but all coding for a coherent mental
object, and with joint inhibition of other neurons coding for
competing objects.

Although we acknowledge that nonlinearities can occur at
any stage in perceptual processing, including the retina, we
speculate that the characteristic psychophysical sigmoidal
curves observed when subjects report the perception of short

or dim stimuli is related to the nonlinearity created by
reverberant workspace interconnections. Psychological and
neuronal models of sensory decisions assume a progressive
integration of sensory evidence until the latter reaches a fixed
threshold [77,78]. Our model proposes that this threshold is
not implemented locally within a single area, but is a
distributed property of many distant association areas. One
ensuing prediction, recently verified experimentally using a
dual-task paradigm, is that two independent integrations
should not be able to proceed simultaneously [79]. In essence,
the neuronal global workspace acts as the ‘‘central bottle-
neck’’ postulated in psychological models of dual-task
processing.
The threshold for workspace ignition again reflects a

bifurcation in dynamical system theory, but note that this
bifurcation differs markedly from the one underlying the
vigilance threshold. Conscious access, according to our
model, is characterized by an all-or-none, first-order tran-
sition in which the relevant order parameters of the network
(firing rates, gamma-band oscillations, synchrony) all show a
discontinuous jump to higher values (whereas changes in
vigilance generate a continuum of states, as described above).
Experimentally, the model predicts that each content of

consciousness should be characterized by (1) activation of
specific thalamocortical columns in relevant cerebral pro-
cessors holding the conscious content (e.g., columns of
neurons sensitive to motion in area MT, if the percept is
one of motion); (2) joint activation of a broadly distributed
subpopulation of neurons in prefrontal, parietal, and
cingulate cortices; and (3) long-lasting reverberating activity
among those sites, creating an episode of phase synchrony in
the gamma band. Importantly, the model also predicts that
for external stimuli that remain below the ignition threshold,
the same specialized processors should be initially activated,
but without leading to the subsequent global ignition.
Only a few studies to date have compared brain responses

to comparable stimuli in conscious and nonconscious
conditions. Those studies, obtained in diverse paradigms
including masking [80], binocular rivalry [81], change blind-
ness [82], attentional blink [83,84], and perceptual hysteresis
[85] all suggest that the onset of conscious perception is
associated with a sudden coactivation of parietal and frontal
areas, often including the anterior cingulate [86]. Concom-
itantly, an amplification of activation in relevant posterior
areas [80] is also seen during focal attention [87]. In EEG,
bursts of induced gamma-band activity are observed during
conscious access to a visual percept [88,89].
At the single-cell level, recordings in V1 and inferotempo-

ral cortex in animals trained to report their visual percepts
indicate that an initial phasic peak of firing is unaffected by
reportability, but that reportable perception is associated
with the presence of a late sustained activation that is not
seen for nonreportable masked stimuli [90,91,92,93]. Thus,
the firing histogram shows two successive peaks, with the
second being present only during conscious perception, a
profile highly similar to that observed in our simulations.
According to our model, the second peak, but not the first,

should be affected by disrupting feedback from prefrontal,
parietal, and cingulate cortices. This prediction could be
tested by recording from visual cortices while reversibly
cooling or inactivating distant association cortices. Note,
however, that our model postulates a multiplicity of top-
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down loops, and it might not be possible experimentally to
disrupt them all at once. Thus, such inactivation studies
might not show a complete abolition of the ignited state, but
only an elevation of the ignition threshold.

In our model, ignition places the thalamocortical network
in a metastable state that lasts for a relatively fixed duration
(e.g., 200–300 ms). Once an ignited assembly loses its support,
the network again becomes available for either spontaneous
or externally induced ignition. Thus, our simulations predict
that multiple episodes of metastability should follow each
other in a stream of discrete states, nested within a much
slower fluctuation of vigilance. Few experimental studies are
relevant this prediction. ‘‘Microstate’’ analyses have suggested
that the human EEG consists of a series of quasistable states
of 100–200 ms duration [94]. Likewise, Freeman has observed,
in both awake cats and humans, sharp transitions in the phase
of local potentials that occur simultaneously at distant sites
across the scalp and delimit metastable periods of 100–300 ms
duration [95]. At the single-cell level, hidden Markov models
have been applied to the firing trains of simultaneously
recorded neurons in the frontal cortex of a monkey
performing a delayed-response task [96]. Those analyses
revealed that neurons undergo a sequence of discrete states
separated by abrupt changes, perhaps reflecting an internal
rehearsal process. At present, however, these experimental
forays remain isolated and have not yet been related to
conscious reports.

Interactions between Ongoing Spontaneous Activity and
External Stimuli

An original aspect of the present simulations concerns the
interactions between ongoing spontaneous activity and
external stimuli. These interactions are mostly facilitatory:
Higher spontaneous activity brings neurons closer to firing
threshold, thus facilitating the detection of weak stimuli.
However, very high spontaneous activity (spontaneous igni-
tion) has a blocking role, preventing access to other external
stimuli. Those two aspects lead to two distinct sets of
predictions, which are considered in turn.

Concerning the first point, our model predicts that the
threshold for conscious access (ignition) is not fixed, but
decreases as vigilance increases. At one extreme, very low
levels of vigilance prevent the possibility of ignition, even by
long and intense stimuli. Such stimuli only lead to a short
pulse of activation through the thalamus and areas A or
sometimes B. Thus, we expect early sensory processing, but a
lack of higher cortical processing, for sensory stimuli
presented during altered states of consciousness. This
prediction is consistent with empirical observations of
auditory processing during sleep [97] or the vegetative state
[98], where stimuli activated the thalamus and auditory
cortex, but failed to generate the distributed state of
correlated prefrontal, parietal, and cingulate activity ob-
served in awake normal subjects. Similar observations have
been made with tactile or pain stimuli, suggesting that the
lack of prefrontal-parietal-cingulate ignition is quite charac-
teristic of those states [99,100]. As described above, these
areas also show a global decrease in their baseline metabolism
even in the absence of stimuli, suggesting a considerable
decrease in spontaneous activity. It would be interesting to
relate, subject by subject, the resting metabolism and the
activation by external stimuli of varying duration, to verify

the predicted inverse correlation between spontaneous
activity and the conscious access threshold.
We note that our model predicts the existence of an

intermediate state in which the network has essentially no
spontaneous activity, but is still capable of global ignition by
intense and durable stimuli. This may tentatively capture
some aspects of the ‘‘minimally conscious state,’’ where
comatose subjects show fluctuating evidence for perception
of environmental stimuli, and in whom distributed cortical
activity, including cingulate cortex, can still be elicited by
auditory or pain stimuli [101].
The inverse relation between vigilance and the conscious

access threshold should also be present in the normal awake
state, and could be manipulated empirically, for instance by
sleep deprivation. Pharmacological agents such as nicotine,
which can mimic and potentiate ascending cholinergic
systems, might also have an influence on the perceptual
threshold in visual masking or other psychophysical tests,
which should be measurable both psychophysically and with
brain imaging measures of ignition (e.g., prefrontal-cingulate
activity in fMRI, P300 in event-related potentials). Finally,
some disease processes might alter both spontaneous work-
space activity and evoked ignition. In mice, deletion of the b2
subunit of the nicotinic receptor, which confers high-affinity
acetylcholine or nicotine binding, leaves automatic naviga-
tion behavior intact, but interferes selectively with sponta-
neous exploration [102]. In schizophrenic patients, subliminal
processing is intact, but the threshold for conscious percep-
tion of masked visual stimuli is increased, possibly relating to
an impairment of top-down prefrontal-cingulate connectivity
[103]. In such patients, we predict that nicotine might
partially bring the conscious access threshold back toward
its normal value. More generally, this threshold is predicted
to provide a sensitive indicator of the anatomical integrity of
top-down connections, and of the functional integrity of the
vigilance system.
The facilitatory effects of spontaneous activity on the

responsiveness to external stimuli are brought about by a
simple mechanism that was observed in simulations of a
single neuron or thalamocortical column: Larger membrane
oscillations or impinging synaptic noise bring the neurons
closer to firing threshold, where they are more sensitive to
even small changes in their inputs. This mechanism has been
demonstrated physiologically in cortical slices [104,105]. Our
simulations show, however, that this phenomenon is miti-
gated by another, more collective phenomenon, which
emerges only in the simulation of the globally connected
model. At high levels of spontaneous activity, spontaneous
ignition of structured global neuronal assemblies frequently
happens and, during its occurrence, ignition by external
stimuli is prevented (Figure 8).
Physiologically, there is some evidence for both of these

aspects. First, optical imaging of visual cortex in anesthetized
animals has revealed structured states of spontaneous on-
going activity, which have the same global organization as
activity patterns evoked by external stimulation [10,11].
Second, high levels of spontaneous activity have been found
to inhibit the sensory responses evoked by external stimuli,
for instance by whisker deflection in somatosensory cortex
[106]. It has been noted that such interactions with ongoing
activity can provide an explanation for the large variability in
spike trains evoked by the very same sensory stimuli [106,107].
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Indeed, the present model predicts that there should be more
variability in evoked spike trains in sensory areas during the
normal awake state than during sleep or anesthesia.

The complete blocking of some incoming stimuli that occurs
in our model offers a plausible explanation for the psycho-
logical phenomenon of ‘‘inattentional blindness’’ [26]. In this
phenomenon, human observers engaged into an intense
mental activity (such as detecting or counting stimuli of a
certain type) become totally oblivious to other, irrelevant
stimuli, even when they occur within the fovea for a long
duration [27,28]. Although inattentional blindness is typically
studied in the laboratory by placing subjects in a predefined
task, our simulations suggest that spontaneous trains of
thought, unrelated to external stimuli and instructions, may
also exert a temporary blocking. Our model predicts that this
state should be characterized by (1) an intense prefrontal-
parietal-cingulate activation by the distracting thought or
object prior to the presentation of the target stimulus; and (2) a
proportional reduction of the target-induced activation to a
brief bottom-up activation in specialized processors (Figure 8).

Only a single fMRI study to date provides direct support
for prediction 2 [108]. However, there is considerably more
evidence from the closely related phenomenon of the
‘‘attentional blink,’’ in which the distracting object is
presented a few hundreds of milliseconds prior to the target
stimulus. In particular, Marois et al. [109] obtained data
compatible with prediction 1: the intensity of parietofrontal
activity by the distracting task predicts the extent to which
the target is extinguished. Furthermore, Marois et al. [83]
supported prediction 2: during the blink, an unseen picture
of house still activates the specialized parahippocampal place
area, but fails to activate correlated activity in parietal,
prefrontal, and cingulate normally observed in nonblinked
trials. Similarly, in magnetoencephalography, the long-range
synchrony linking frontal, temporal, and parietal areas is
reduced for blinked stimuli [84]. Sergent et al. [110] used
psychophysical methods to verify another prediction of the
present model, namely the all-or-none character of conscious
perception during the blink. Future research should extend
those paradigms using time-resolved neuroimaging methods,
such as event-related potentials, to test the prediction that
early bottom-up activation is preserved, but later activation
and top-down recurrent reverberation are suppressed in an
all-or-none manner during the blink (see, for example,
[111,112]).

Comparison with Other Theories of Consciousness
The psychological concept of a ‘‘global workspace’’ was

initially proposed by Baars [25] as a cognitive model of
consciousness. Baars suggested that the global workspace can
be neurally related to the nonspecific nuclei of the thalamus,
particular the reticular formation, though he mentioned in
passing that ‘‘it is possible that corticocortical connections
should also be included’’ (p. 123 in [25]). The present model
provides a much more detailed neurobiological implementa-
tion, and proposes that long-distance cortical connections
are essential, particularly those linking prefrontal cortex to
associative areas of the parietal and cingulate cortices.

A mention of parietoprefrontal networks in relation to
consciousness can be found in Shallice [113] and Frith et al.
[114]. In their pioneering efforts to specify the neural
correlates of consciousness, Crick and Koch [115] also

mentioned the importance of connections to and from
prefrontal cortex (though more recently, Crick and Koch
[38] defended the opposite view, that prefrontal cortex
contributes to an ‘‘unconscious homunculus’’). Their work,
however, led them to the position that primary visual area V1
could not participate in conscious contents. Contrariwise, we
see no fundamental reason why top-down mobilization would
exclude primary areas, including V1, for instance in a high-
acuity perception or mental imagery task.
Indeed, Lamme and his colleagues [116] have produced a

wealth of empirical data indicating that late amplification of
the local field potential in V1 correlates tightly with visual
consciousness and attention in the awake monkey. Lamme
suggests that consciousness occurs when recurrent bottom-up
and top-down interactions occur between V1 and distant
areas. The present model can be seen as a partial implemen-
tation of Lamme’s hypothesis. One point of divergence is that
we emphasize the unity of consciousness, involving a single
ignited state that connects many distant areas, while Lamme
[117] proposes that connections local to visual areas may be
sufficient for a form of phenomenological awareness without
conscious reportability (see also [118]).
None of the proposals reviewed so far were specified in

terms of formal neural architectures that could simulate the
dynamics of conscious versus nonconscious tasks. Tononi and
Edelman [119] emphasized the role of information integra-
tion and of reentrant connections in establishing a ‘‘dynamic
core’’ linking distributed cortical and thalamic neurons, yet
without proposing an explicit simulation of this process.
While the present work rests in part on a formalism
established by Lumer et al. [120], their simulations focused
on early and presumably nonconscious visual processing, with
reentrant connections mostly linking cortical neurons in a
horizontal manner rather than the present long-distance,
top-down scheme for access to consciousness.

Spontaneous Activity and Autonomy of the Organism
We close by noting that most theories of conscious

processing have failed to recognize the important role of
spontaneous thalamocortical activity (for exceptions, see
[1,7,120]). By contrast, the present computational model
proposes an essential role for spontaneous activity within an
anatomically distinct set of ‘‘workspace neurons’’ in giving
the formal organism an autonomy relative to the external
world. Autonomy has several facets. First, in the absence of
external signals, an autonomous organism must be capable of
generating spontaneous representations and intentions (self-
activation). Our present and past work [18,19,20] proposes
that spontaneous neuronal activity is an essential component
of this ‘‘projective style’’ [121,122], which departs from the
input-output view currently dominant in the neural network
community. The present work shows how sources of noise
such as spontaneous membrane oscillations and noisy
synaptic transmission can be harnessed to generate a stream
of highly organized states of self-activation in the complete
absence of external inputs. This capacity is expected to play a
crucial role in the spontaneous generation of novel, flexible
behavior, as evidenced for instance in neuropsychological
tests such as the Tower of London test or the Wisconsin card
sorting test.
Second, even when submitted to external stimulation, an

autonomous organism must be capable of representing

PLoS Biology | www.plosbiology.org May 2005 | Volume 3 | Issue 5 | e1410923

Spontaneous Activity and Access to Consciousness



internally only those stimuli that are relevant to the present
situation. Relevant stimuli must first be selected, based on
reward-based evaluation systems not included in the present
model (but see [123]), and then maintained online over a time
period often incommensurate with their actual input
duration, all the while resisting distraction by irrelevant
stimuli. The present work provides the basic building blocks
for such a decoupling of part of the organism’s internal
activity from its current inputs. A crucial role is attributed to
the strongly recurrent connectivity of cortical neurons in
association areas, which collectively form a conscious work-
space, an internal ‘‘milieu’’ buffered from the outside world,
and within which mental hypotheses can be entertained and
discarded at will. An inevitable consequence of this
autonomy, however, is that some stimuli are inappropriately
filtered out, thus causing inattentional blindness.

Materials and Methods

The general architecture of the neural network that forms the basis
of the present simulations has been described elsewhere [22]. Here we
expand upon this description by providing new specifications
relevant to the generation of spontaneous activity.

Model neurons. Neurons are modeled as single-compartment
integrate-and-fire units with membrane potential V. When V exceeds
a threshold h, a spike is recorded and transmitted to other neurons
with a delay, and V is reset to�80 mV for a refractory period of 4 ms.

The temporal evolution of V, expressed in millivolts, is given by:

C dV/dt =� gLeak (V � VRest) � INaP � IKS� IGABA � IAMPA

� INMDA� ISRA � Iinput – Ineuromodul (1)

where C = 1 lF/cm2 and currents are expressed in lA/cm2. The leak
conductance is gLeak = 0.1 mS/cm2, so that the membrane time
constant C/gLeak is 10 ms.

IGABA, IAMPA, and INMDA are the total synaptic currents, respec-
tively, from fast GABAergic, AMPA and NMDA glutamatergic
synapses [120]:

IGABA i ðtÞ ¼ R
n

j¼ 1
gGABA i;j hGABA j ðt� tdelay i;jÞ ðVi ðtÞ � VGABAÞ ð2AÞ

IAMPA i ðtÞ ¼ R
n

j¼ 1
gAMPA i;j hAMPA j ðt� tdelay i;jÞ ðVi ðtÞ � VAMPAÞ ð2BÞ

INMDA i ðtÞ ¼ R
n

j¼ 1
gNMDA i;j mNMDAðViðtÞÞ hNMDA jðt� tdelay i;jÞ

ðVi ðtÞ � VNMDAÞ ð2CÞ

where the sum in each case is over all relevant neurons connected to
postsynaptic neuron i (inhibitory interneurons for IGABA, bottom-up
and intra-column excitatory neurons for IAMPA, and top-down
excitatory neurons for INMDA). The gi,j are the synaptic strengths
and tdelay i,j the transmission delays in milliseconds from neuron j to
neuron i. The functions hj(t) characterize the synaptic inputs from
neuron j and are given by the convolution of the spike train sj(t) with
the synaptic activation profile a(t):

hj (t) = sj (t) � a(t) (3)

where a(t) = a (e�t/s1� e�t/s2) / (e�tpeak/s1� e�tpeak/s2), with tpeak = s1 s2
/ (s1� s2), where s1 and s2 are rise and decay constants characteristic
of each channel [120]. In the NMDA case only, the effective
conductance is scaled by mNMDA(V), a factor that characterizes the
voltage dependence of NMDA channels [37]:

mNMDA(V) = (1þ 0.280 e�V/16.1)�1 (4)

ISRA is an additional current used to model spike-rate adaptation
[37] that is present only in cortical pyramidal neurons:

ISRA = gSRA (V � VSRA) (5)

After each spike, the conductance gSRA is increased by a small
quantity (here 0.01 mS/cm2); otherwise, it decays exponentially
according to sSRA dgSRA /dt =�gSRA.

Iinput is the current applied during stimulus presentation to
thalamic neurons of the lowest hierarchical level to simulate a visual
or auditory input:

Iinput (t) = ginput (V(t) � VAMPA) (6)

A final current, Ineuromodul, summarizes the known depolarizing
effects of ascending activating systems such as those from cholinergic,
noradrenergic, and serotoninergic nuclei in the brain stem, basal
forebrain, and hypothalamus [124]. This parameter is used to control
the level of vigilance.

Origins of spontaneous activity. We consider two possible sources
for spontaneous activity, both of which are meant as theoretical
idealizations on a continuum of possibilities. The first case, hereafter
referred to as the ‘‘cellular oscillator model,’’ corresponds to our
initial publication [22] and is a purely deterministic model in which
neurons follow simple differential equations incorporating persistent
sodium and slowly inactivating potassium currents whose interplay
generates intrinsic gamma-band oscillations of membrane potential
[29], comparable to those recorded experimentally [7]. In this cellular
oscillator model only, INaP and IKS are persistent sodium and slowly
inactivating potassium currents [29] whose simplified expression is

INaP = gNaP mNaP (V � VNa) (7)

where mNaP = (1þ e�(Vþ51)/5)�1, and

IKS = gKS mKS (V � VK) (8)

where sKS dmKS/dt = (1þ e�(V þ 34)/6.5)�1� mKS, with sKS = 6 ms. We
also describe another simulation, hereafter called the ‘‘random spikes
model,’’ in which intrinsic membrane oscillations are absent (INaP =
IKS = 0), but stochastic spontaneous activity arises from fast, random
fluctuations in membrane potential, capturing the joint effects of
synaptic and postsynaptic noise on spike initiation. Thus, in the
random spikes model, on each time step the spike threshold h varies
randomly, independently for each neuron, as a Gaussian with mean
�48 mV and standard deviation 5 mV, while in the deterministic
cellular oscillator model, the spike threshold h is fixed at �48 mV.

Columnar organization and connectivity. Each thalamocortical
column comprised 80 excitatory and 40 inhibitory neurons organized
in a three-layered structure, schematizing supragranular, infragra-
nular, and layer IV cortical neurons, and a corresponding thalamic
sector (see Figure 1C). Within each layer, there were 20 excitatory and
10 inhibitory neurons.

Connections were established with a 60% probability. Connection
parameters (synaptic strength c, expressed in mS/cm2; and trans-
mission latency tdelay i,j, expressed in ms) were drawn from Gaussian
distribution with 10% standard deviation around a fixed mean. All
neurons connecting to a given area randomly contacted excitatory
and inhibitory neurons with the same probability and strength.

Concerning inhibition, a broad variety of inhibitory cell types are
known to exist in cortex. Here, we adopted a simplified scheme in
which inhibitory neurons sent only horizontal connections to other
neurons within their cortical layer of origin, both within a column
(cGABA = 0.12, sdelay = 2) and toward other competing columns
within the same area (cGABA = 0.60, sdelay = 2).

Concerning the intracolumnar connectivity, we adopted principles
and parameter values that captured the major properties of trans-
laminar connections [120,125], although we did not attempt to
capture the possible functional roles of the different layers (e.g., see
[126]). Latencies were taken from Lumer et al. [120], which describes
how they must be adjusted to take into account the coarseness of the
present three-layer model and the fact that, in reality, some of these
pathways are disynaptic. Thalamic excitatory neurons projected to
layer IV (cAMPA = 0.20, sdelay = 3) and, with lesser strength, to
infragranular neurons (cAMPA = 0.10, sdelay = 3). Layer IV excitatory
neurons projected to supragranular neurons (cAMPA = 0.15, sdelay =
2). Supragranular excitatory neurons projected to infragranular
neurons (cAMPA = 0.10, sdelay = 2). Finally, infragranular excitatory
neurons projected to layer 4 (cAMPA = 0.05, sdelay = 7), to
supragranular neurons (cAMPA = 0.05, sdelay = 7), and to the
thalamus (cAMPA = 0.075, sdelay = 8).

Concerning corticocortical projections, supragranular excitatory
neurons of each area projected to layer IV of the next area (cAMPA =
0.05, sdelay = 3). In agreement with physiological observations
[127,128], top-down connections were slower, more numerous, and
more diffuse. They connected the supra- and infragranular excitatory
neurons of a given column to the supra- and infragranular layers of
all areas of a lower hierarchical level (see Figure 1B). Strong top-down
connections linked columns coding for the same stimulus (cNMDA =
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0.05), while weaker top-down connections projected to all columns of
a lower area (cNMDA = 0.025). Transmission delays increased with
cortical distance (sdelay = 5þ 3d, with d = 1 for consecutive areas, d
= 2 for areas two levels apart in the hierarchy, etc).

Parameter values. All parameter values were fixed and adopted
without modification from [29,37,120]: VRest = �67 mV, VNa = 55
mV, VK =�90 mV, VGABA = VSRA =�70 mV, VAMPA = VNMDA = 0
mV; aGABA = 0.175, aAMPA = 0.05, aNMDA = 0.0075; s1GABA = 1 ms,
s1AMPA = 0.5 ms, s1NMDA = 4 ms, s2GABA = 7 ms, s2AMPA = 2.4 ms,
s2NMDA = 40 ms, sSRA = 200 ms; and ginput = 0.06 mS/cm2. To
avoid an artificial digital reproducibility of oscillations across
neurons, the following parameters were generated randomly for each
neuron, from a Gaussian distribution with a 5% standard deviation
and the following mean: gNaP = 0.2 mS/cm2, gKS = 8 mS/cm2. To study
variations in the state of spontaneous activity, Ineuromodul was treated
as the only experimental variable between 0 and�2 lA/cm2.

Two main measures were used to describe network activity: the
mean number of spikes emitted per millisecond, and the mean
membrane potential, both averaged across all pyramidal cells in a
given column. For simplicity, we refer to the latter parameter as the
LFP. Note, however, that actual electrophysiological recordings of the
LFP are much more complex, in at least two respects: (1) LFPs mainly
reflect postsynaptic potentials rather than spike activity; and (2) they

vary across cortical layers. Given this complexity, we opted for the
simplest possible summary measure of the collective evolution of the
network; however, we verified that our results still held when other
measures were used, for instance the mean synaptic inputs of
pyramidal cells within a specified cortical layer.
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8. Llinas RR, Paré D (1991) Of dreaming and wakefulness. Neuroscience 44:
521–535.

9. Steriade M, McCormick DA, Sejnowski TJ (1993) Thalamocortical
oscillations in the sleeping and aroused brain. Science 262: 679–685.

10. Tsodyks M, Kenet T, Grinvald A, Arieli A (1999) Linking spontaneous
activity of single cortical neurons and the underlying functional
architecture. Science 286: 1943–1946.

11. Kenet T, Bibitchkov D, Tsodyks M, Grinvald A, Arieli A (2003)
Spontaneously emerging cortical representations of visual attributes.
Nature 425: 954–956.

12. Gusnard DA, Raichle ME (2001) Searching for a baseline: Functional
imaging and the resting human brain. Nat Rev Neurosci 2: 685–694.

13. Binder JR, Frost JA, Hammeke TA, Bellgowan PS, Rao SM, et al. (1999)
Conceptual processing during the conscious resting state. A functional
MRI study. J Cogn Neurosci 11: 80–95.

14. Mazoyer B, Zago L, Mellet E, Bricogne S, Etard O, et al. (2001) Cortical
networks for working memory and executive functions sustain the
conscious resting state in man. Brain Res Bull 54: 287–298.

15. Shulman RG, Hyder F, Rothman DL (2003) Cerebral metabolism and
consciousness. C R Biol 326: 253–273.

16. Laufs H, Krakow K, Sterzer P, Eger E, Beyerle A, et al. (2003)
Electroencephalographic signatures of attentional and cognitive default
modes in spontaneous brain activity fluctuations at rest. Proc Natl Acad
Sci U S A 100: 11053–11058.

17. Dehaene S, Changeux JP, Nadal JP (1987) Neural networks that learn
temporal sequences by selection. Proc Natl Acad Sci U S A 84: 2727–2731.

18. Dehaene S, Changeux JP (1991) The Wisconsin Card Sorting Test:
Theoretical analysis and modelling in a neuronal network. Cereb Cortex
1: 62–79.

19. Dehaene S, Changeux JP (1997) A hierarchical neuronal network for
planning behavior. Proc Natl Acad Sci U S A 94: 13293–13298.

20. Dehaene S, Kerszberg M, Changeux JP (1998) A neuronal model of a
global workspace in effortful cognitive tasks. Proc Natl Acad Sci U S A 95:
14529–14534.

21. Dehaene S, Naccache L (2001) Towards a cognitive neuroscience of
consciousness: Basic evidence and a workspace framework. Cognition 79:
1–37.

22. Dehaene S, Sergent C, Changeux JP (2003) A neuronal network model
linking subjective reports and objective physiological data during
conscious perception. Proc Natl Acad Sci U S A 100: 8520–8525.

23. Dehaene S, Changeux JP (2004) Neural mechanisms for access to
consciousness. In: Gazzaniga M, editor. The cognitive neurosciences,
3rd edition. New York: Norton. pp. 1145–1157.

24. Norman DA, Shallice T (1980) Attention to action: Willed and automatic
control of behavior. In: Davidson RJ, Schwartz GE, Shapiro D, editors.
Consciousness and self-regulation. New York: Plenum Press. pp. 1–18.

25. Baars BJ (1989) A cognitive theory of consciousness. Cambridge,
Massachusetts: Cambridge University Press. 447 p.

26. Mack A, Rock I (1998) Inattentional blindness. Cambridge, Massachusetts:
MIT Press. 296 p.

27. Simons DJ, Chabris CF (1999) Gorillas in our midst: Sustained inatten-
tional blindness for dynamic events. Perception 28: 1059–1074.

28. Chun MM, Marois R (2002) The dark side of visual attention. Curr Opin
Neurobiol 12: 184–189.

29. 50. Wang X-J (1993) Ionic basis for intrinsic 40 Hz neuronal oscillations.
NeuroReport 5: 221–224.

30. Alligood KT, Sauer TD, Yorke JA (1997) Chaos: An introduction to
dynamical systems. New York: Springer-Verlag. 603 p.

31. Pedroarena C, Llinas R (1997) Dendritic calcium conductances generate
high-frequency oscillation in thalamocortical neurons. Proc Natl Acad
Sci U S A 94: 724–728.

32. Pinault D, Deschenes M (1992) Voltage-dependent 40-Hz oscillations in
rat reticular thalamic neurons in vivo. Neuroscience 51: 245–258.

33. Nunez A, Amzica F, Steriade M (1992) Voltage-dependent fast (20–40 Hz)
oscillations in long-axoned neocortical neurons. Neuroscience 51: 7–10.

34. Steriade M, Contreras D, Amzica F, Timofeev I (1996) Synchronization of
fast (30–40 Hz) spontaneous oscillations in intrathalamic and thalamo-
cortical networks. J Neurosci 16: 2788–2808.

35. Steriade M, Amzica F, Contreras D (1996) Synchronization of fast (30–40
Hz) spontaneous cortical rhythms during brain activation. J Neurosci 16:
392–417.

36. Destexhe A, Contreras D, Steriade M (1999) Cortically-induced coher-
ence of a thalamic-generated oscillation. Neuroscience 92: 427–443.

37. Dayan P, Abbott LF (2001) Theoretical neuroscience: Computational and
mathematical modeling of neural systems. Cambridge, Massachusetts:
MIT Press. 576 p.

38. Crick F, Koch C (2003) A framework for consciousness. Nat Neurosci 6:
119–126.

39. Chun MM, Potter MC (1995) A two-stage model for multiple target
detection in rapid serial visual presentation. J Exp Psychol Hum Percept
Perform 21: 109–127.

40. Raymond JE, Shapiro KL, Arnell KM (1992) Temporary suppression of
visual processing in an RSVP task: An attentional blink? J Exp Psychol
Hum Percept Perform 18: 849–860.

41. Breitmeyer BG (1984) Visual masking: An integrative approach. Oxford:
Oxford University Press. 454 p.

42. Fries P, Neuenschwander S, Engel AK, Goebel R, Singer W (2001) Rapid
feature selective neuronal synchronization through correlated latency
shifting. Nat Neurosci 4: 194–200.

43. Super H, van der Togt C, Spekreijse H, Lamme VA (2003) Internal state
of monkey primary visual cortex (V1) predicts figure-ground perception.
J Neurosci 23: 3407–3414.

44. Efron R (1970) Effect of stimulus duration on perceptual onset and offset
latencies. Percept Psychophys 8: 231–234.

45. McCormick DA, Bal T (1997) Sleep and arousal: Thalamocortical
mechanisms. Annu Rev Neurosci 20: 185–215.

46. Steinlein OK (2004) Genetic mechanisms that underlie epilepsy. Nat Rev
Neurosci 5: 400–408.

PLoS Biology | www.plosbiology.org May 2005 | Volume 3 | Issue 5 | e1410925

Spontaneous Activity and Access to Consciousness



47. Lena C, Popa D, Grailhe R, Escourrou P, Changeux JP, et al. (2004) Beta2-
containing nicotinic receptors contribute to the organization of sleep
and regulate putative micro-arousals in mice. J Neurosci 24: 5711–5718.

48. Bush P, Sejnowski T (1996) Inhibition synchronizes sparsely connected
cortical neurons within and between columns in realistic network
models. J Comput Neurosci 3: 91–110.

49. Fuentes U, Ritz R, Gerstner W, Van Hemmen JL (1996) Vertical signal
flow and oscillations in a three-layer model of the cortex. J Comput
Neurosci 3: 125–136.

50. Llinas R, Ribary U (1993) Coherent 40-Hz oscillation characterizes dream
state in humans. Proc Natl Acad Sci U S A 90: 2078–2081.

51. Gajraj RJ, Doi M, Mantzaridis H, Kenny GN (1999) Comparison of
bispectral EEG analysis and auditory evoked potentials for monitoring
depth of anaesthesia during propofol anaesthesia. Br J Anaesth 82: 672–
678.

52. Bonhomme V, Plourde G, Meuret P, Fiset P, Backman SB (2000) Auditory
steady-state response and bispectral index for assessing level of
consciousness during propofol sedation and hypnosis. Anesth Analg 91:
1398–1403.

53. Sleigh JW, Steyn-Ross DA, Steyn-Ross ML, Williams ML, Smith P (2001)
Comparison of changes in electroencephalographic measures during
induction of general anaesthesia: Influence of the gamma frequency band
and electromyogram signal. Br J Anaesth 86: 50–58.

54. Steyn-Ross ML, Steyn-Ross DA, Sleigh JW, Liley DT (1999) Theoretical
electroencephalogram stationary spectrum for a white-noise-driven
cortex: Evidence for a general anesthetic-induced phase transition. Phys
Rev E Stat Phys Plasmas Fluids Relat Interdiscip Topics 60: 7299–7311.

55. Steyn-Ross ML, Steyn-Ross DA, Sleigh JW, Whiting DR (2003) Theoretical
predictions for spatial covariance of the electroencephalographic signal
during the anesthetic-induced phase transition: Increased correlation
length and emergence of spatial self-organization. Phys Rev E Stat Nonlin
Soft Matter Phys 68: 021902.

56. Steyn-Ross DA, Steyn-Ross ML, Wilcocks LC, Sleigh JW (2001) Toward a
theory of the general-anesthetic-induced phase transition of the cerebral
cortex. II. Numerical simulations, spectral entropy, and correlation times.
Phys Rev E Stat Nonlin Soft Matter Phys 64: 011918.

57. Steyn-Ross ML, Steyn-Ross DA, Sleigh JW, Wilcocks LC (2001) Toward a
theory of the general-anesthetic-induced phase transition of the cerebral
cortex. I. A thermodynamics analogy. Phys Rev E Stat Nonlin Soft Matter
Phys 64: 011917.

58. Tovee MJ, Rolls ET (1992) Oscillatory activity is not evident in the primate
temporal visual cortex with static stimuli. NeuroReport 3: 369–372.

59. Murthy VN, Fetz EE (1996) Oscillatory activity in sensorimotor cortex of
awake monkeys: Synchronization of local field potentials and relation to
behavior. J Neurophysiol 76: 3949–3967.

60. Brovelli A, Ding M, Ledberg A, Chen Y, Nakamura R, et al. (2004) Beta
oscillations in a large-scale sensorimotor cortical network: Directional
influences revealed by Granger causality. Proc Natl Acad Sci U S A 101:
9849–9854.

61. Lebedev MA, Wise SP (2000) Oscillations in the premotor cortex: Single-
unit activity from awake, behaving monkeys. Exp Brain Res 130: 195–215.

62. Destexhe A, Contreras D, Steriade M (1999) Spatiotemporal analysis of
local field potentials and unit discharges in cat cerebral cortex during
natural wake and sleep states. J Neurosci 19: 4595–4608.

63. Frien A, Eckhorn R (2000) Functional coupling shows stronger stimulus
dependency for fast oscillations than for low-frequency components in
striate cortex of awake monkey. Eur J Neurosci 12: 1466–1478.

64. Frien A, Eckhorn R, Bauer R, Woelbern T, Gabriel A (2000) Fast
oscillations display sharper orientation tuning than slower components
of the same recordings in striate cortex of the awake monkey. Eur J
Neurosci 12: 1453–1465.

65. Murthy VN, Fetz EE (1996) Synchronization of neurons during local field
potential oscillations in sensorimotor cortex of awake monkeys. J
Neurophysiol 76: 3968–3982.

66. Ribary U, Ioannides AA, Singh KD, Hasson R, Bolton JP, et al. (1991)
Magnetic field tomography of coherent thalamocortical 40-Hz oscilla-
tions in humans. Proc Natl Acad Sci U S A 88: 11037–11041.

67. Fries P, Roelfsema PR, Engel AK, Konig P, Singer W (1997) Synchroniza-
tion of oscillatory responses in visual cortex correlates with perception in
interocular rivalry. Proc Natl Acad Sci U S A 94: 12699–12704.

68. Raichle ME, MacLeod AM, Snyder AZ, Powers WJ, Gusnard DA, et al.
(2001) A default mode of brain function. Proc Natl Acad Sci U S A 98:
676–682.

69. Fiset P, Paus T, Daloze T, Plourde G, Meuret P, et al. (1999) Brain
mechanisms of propofol-induced loss of consciousness in humans: A
positron emission tomographic study. J Neurosci 19: 5506–5513.

70. Heinke W, Schwarzbauer C (2002) In vivo imaging of anaesthetic action
in humans: Approaches with positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI). Br J Anaesth 89: 112–122.

71. Laureys S, Faymonville ME, Luxen A, Lamy M, Franck G, et al. (2000)
Restoration of thalamocortical connectivity after recovery from persis-
tent vegetative state. Lancet 355: 1790–1791.

72. Maquet P, Phillips C (1998) Functional brain imaging of human sleep. J
Sleep Res 7: 42–47.

73. Balkin TJ, Braun AR, Wesensten NJ, Jeffries K, Varga M, et al. (2002) The

process of awakening: A PET study of regional brain activity patterns
mediating the re-establishment of alertness and consciousness. Brain 125:
2308–2319.

74. Paus T (2000) Functional anatomy of arousal and attention systems in the
human brain. Prog Brain Res 126: 65–77.

75. Hebb DO (1949) The organization of behavior. New York: Wiley. 335 p.
76. Braitenberg V (1978) Cell assemblies in the cerebral cortex. Theoretical

approaches to complex systems (Lecture notes in biomathematics, vol
21). Berlin: Springer. pp. 171–188.

77. Gold JI, Shadlen MN (2002) Banburismus and the brain: Decoding the
relationship between sensory stimuli, decisions, and reward. Neuron 36:
299–308.

78. Smith PL, Ratcliff R (2004) Psychology and neurobiology of simple
decisions. Trends Neurosci 27: 161–168.

79. Sigman M, Dehaene S (2005) Parsing a cognitive task: A characterization
of the mind’s bottleneck. PLOS Biol 3: e27.

80. Dehaene S, Naccache L, Cohen L, Bihan DL, Mangin JF, et al. (2001)
Cerebral mechanisms of word masking and unconscious repetition
priming. Nat Neurosci 4: 752–758.

81. Lumer ED, Rees G (1999) Covariation of activity in visual and prefrontal
cortex associated with subjective visual perception. Proc Natl Acad Sci U
S A 96: 1669–1673.

82. Beck DM, Rees G, Frith CD, Lavie N (2001) Neural correlates of change
detection and change blindness. Nat Neurosci 4: 645–650.

83. Marois R, Yi DJ, Chun MM (2004) The neural fate of consciously perceived
and missed events in the attentional blink. Neuron 41: 465–472.

84. Gross J, Schmitz F, Schnitzler I, Kessler K, Shapiro K, et al. (2004)
Modulation of long-range neural synchrony reflects temporal limitations
of visual attention in humans. Proc Natl Acad Sci U S A 101: 13050–
13055.

85. Kleinschmidt A, Buchel C, Hutton C, Friston KJ, Frackowiak RS (2002)
The neural structures expressing perceptual hysteresis in visual letter
recognition. Neuron 34: 659–666.

86. Rees G, Wojciulik E, Clarke K, Husain M, Frith C, et al. (2002) Neural
correlates of conscious and unconscious vision in parietal extinction.
Neurocase 8: 387–393.

87. Corbetta M, Miezin FM, Dobmeyer S, Shulman GL, Petersen SE (1990)
Attentional modulation of neural processing for shape color and velocity
in humans. Science 248: 1556–1559.

88. Rodriguez E, George N, Lachaux JP, Martinerie J, Renault B, et al. (1999)
Perception’s shadow: Long-distance synchronization of human brain
activity. Nature 397: 430–433.

89. Tallon-Baudry C, Bertrand O (1999) Oscillatory gamma activity in
humans and its role in object representation. Trends Cogn Sci 3: 151–162.

90. Super H, Spekreijse H, Lamme VA (2001) Two distinct modes of sensory
processing observed in monkey primary visual cortex (V1). Nat Neurosci
4: 304–310.

91. Lamme VA, Zipser K, Spekreijse H (2002) Masking interrupts figure-
ground signals in V1. J Cogn Neurosci 14: 1044–1053.

92. Kovacs G, Vogels R, Orban GA (1995) Cortical correlate of pattern
backward masking. Proc Natl Acad Sci U S A 92: 5587–5591.

93. Thompson KG, Schall JD (1999) The detection of visual signals by
macaque frontal eye field during masking. Nat Neurosci 2: 283–288.

94. Lehmann D, Strik WK, Henggeler B, Koenig T, Koukkou M (1998) Brain
electric microstates and momentary conscious mind states as building
blocks of spontaneous thinking: I. Visual imagery and abstract thoughts.
Int J Psychophysiol 29: 1–11.

95. Freeman WJ, Burke BC, Holmes MD (2003) Aperiodic phase re-setting in
scalp EEG of beta-gamma oscillations by state transitions at alpha-theta
rates. Hum Brain Mapp 19: 248–272.

96. Seidemann E, Meilijson I, Abeles M, Bergman H, Vaadia E (1996)
Simultaneously recorded single units in the frontal cortex go through
sequences of discrete and stable states in monkeys performing a delayed
localization task. J Neurosci 16: 752–768.

97. Portas CM, Krakow K, Allen P, Josephs O, Armony JL, et al. (2000)
Auditory processing across the sleep-wake cycle: Simultaneous EEG and
fMRI monitoring in humans. Neuron 28: 991–999.

98. Laureys S, Faymonville ME, Degueldre C, Fiore GD, Damas P, et al. (2000)
Auditory processing in the vegetative state. Brain 123: 1589–1601.

99. Laureys S, Antoine S, Boly M, Elincx S, Faymonville ME, et al. (2002)
Brain function in the vegetative state. Acta Neurol Belg 102: 177–185.

100. Laureys S, Owen AM, Schiff ND (2004) Brain function in coma, vegetative
state, and related disorders. Lancet Neurol 3: 537–546.

101. Laureys S, Perrin F, Faymonville ME, Schnakers C, Boly M, et al. (2004)
Cerebral processing in the minimally conscious state. Neurology 63: 916–
918.

102. Granon S, Faure P, Changeux JP (2003) Executive and social behaviors
under nicotinic receptor regulation. Proc Natl Acad Sci U S A 100: 9596–
9601.

103. Dehaene S, Artiges E, Naccache L, Martelli C, Viard A, et al. (2003)
Conscious and subliminal conflicts in normal subjects and patients with
schizophrenia: The role of the anterior cingulate. Proc Natl Acad Sci U S
A 100: 13722–13727.

104. Shu Y, Hasenstaub A, Badoual M, Bal T, McCormick DA (2003) Barrages

PLoS Biology | www.plosbiology.org May 2005 | Volume 3 | Issue 5 | e1410926

Spontaneous Activity and Access to Consciousness



of synaptic activity control the gain and sensitivity of cortical neurons. J
Neurosci 23: 10388–10401.

105. McCormick DA, Shu Y, Hasenstaub A, Sanchez-Vives M, Badoual M, et al.
(2003) Persistent cortical activity: Mechanisms of generation and effects
on neuronal excitability. Cereb Cortex 13: 1219–1231.

106. Petersen CC, Hahn TT, Mehta M, Grinvald A, Sakmann B (2003)
Interaction of sensory responses with spontaneous depolarization
in layer 2/3 barrel cortex. Proc Natl Acad Sci U S A 100: 13638–
13643.

107. Arieli A, Sterkin A, Grinvald A, Aertsen A (1996) Dynamics of ongoing
activity: explanation of the large variability in evoked cortical responses.
Science 273: 1868–1871.

108. Rees G, Russell C, Frith CD, J. D (1999) Inattentional blindness versus
inattentional amnesia for fixated but ignored words. Science 286: 2504–
2507.

109. Marois R, Chun MM, Gore JC (2000) Neural correlates of the attentional
blink. Neuron 28: 299–308.

110. Sergent C, Dehaene S (2004) Is consciousness a gradual phenomenon?
Evidence for an all-or-none bifurcation during the attentional blink.
Psychol Sci 15: 720–728.

111. Vogel EK, Luck SJ, Shapiro KL (1998) Electrophysiological evidence for a
postperceptual locus of suppression during the attentional blink. J Exp
Psychol Hum Percept Perform 24: 1656–1674.

112. Kranzioch C, Debener S, Engel AK (2003) Event-related potential
correlates of the attentional blink phenomenon. Cogn Brain Res 17:
177–187.

113. Shallice T (1988) From neuropsychology to mental structure. Cambridge
University Press. 478 p.

114. Frith C, Perry R, Lumer E (1999) The neural correlates of conscious
experience: An experimental framework. Trends Cogn Sci 3: 105–114.

115. Crick F, Koch C (1995) Are we aware of neural activity in primary visual
cortex? Nature 375: 121–123.

116. Lamme VA, Roelfsema PR (2000) The distinct modes of vision offered by
feedforward and recurrent processing. Trends Neurosci 23: 571–579.

117. Lamme VA (2003) Why visual attention and awareness are different.
Trends Cogn Sci 7: 12–18.

118. Zeki S (2003) The disunity of consciousness. Trends Cogn Sci 7: 214–218.
119. Tononi G, Edelman GM (1998) Consciousness and complexity. Science

282: 1846–1851.
120. Lumer ED, Edelman GM, Tononi G (1997) Neural dynamics in a model of

the thalamocortical system. I. Layers, loops and the emergence of fast
synchronous rhythms. Cereb Cortex 7: 207–227.

121. Changeux JP, Dehaene S (1989) Neuronal models of cognitive functions.
Cognition 33: 63–109.

122. Berthoz A (1997) Le sens dumouvement. Paris: Editions Odile Jacob. 345 p.
123. Dehaene S, Changeux JP (2000) Reward-dependent learning in neuro-

nal networks for planning and decision making. Prog Brain Res 126:
217–229.

124. Steriade M, McCormick DA, Sejnowski TJ (1993) Thalamocortical
oscillations in the sleeping and aroused brain. Science 262: 679–685.

125. Douglas RJ, Martin KA (2004) Neuronal circuits of the neocortex. Annu
Rev Neurosci 27: 419–451.

126. Raizada RD, Grossberg S (2003) Towards a theory of the laminar
architecture of cerebral cortex: Computational clues from the visual
system. Cereb Cortex 13: 100–113.

127. Salin PA, Bullier J (1995) Corticocortical connections in the visual system:
Structure and function. Physiol Rev 75: 107–154.

128. Felleman DJ, Van Essen DC (1991) Distributed hierarchical processing in
the primate cerebral cortex. Cereb Cortex 1: 1–47.

PLoS Biology | www.plosbiology.org May 2005 | Volume 3 | Issue 5 | e1410927

Spontaneous Activity and Access to Consciousness


